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ABSTRACT

This paper presents an audio coder based on the combination
of the Modulated Lapped Transform (MLT) with the Set Par-
titioning In Hierarchical Trees (SPIHT) algorithm. SPIHT al-
lows scalable coding by transmitting more important informa-
tion first in an efficient manner. The results presented reveal
that the Modulated Lapped Transform (MLT) based scheme
produces a high compression ratio for little or no loss of quality.
A modification is introduced to SPIHT which further improves
the performance of the algorithm when it is being used with
uniform M-band transforms and masking. Further, the MLT-
SPIHT scheme is shown to achieve high quality synthesized
audio at 54 kbps through subjective listening tests.

1. INTRODUCTION

Scalable audio compression techniques are of interest for audio
transmission over packet based networks such as the Internet.
Such compression techniques are also relevant to mobile tele-
phone service providers that aim to deliver different classes of
quality to different customers. A scalable audio compression
technique would relate the quality obtained from the synthe-
sized audio signal to the number of bits used to code the digital
audio signal. At the same time acceptable quality audio must
be obtained at the lowest rate.

A number of audio compression techniques are in common
usage. MPEG standards [1] contain several techniques and
algorithms for the compression of audio signals, as do some
proprietary coders such as the Dolby AC series of coders [2].
The techniques presented by those standards and products are
aimed at non-scalable transmission rates; that is, most of the
techniques standardized are defined for a given bit rate. Al-
though MPEG has made some attempts at standardizing scal-
able compression algorithms [3][4], the scalability defined in
the MPEG standards remains heavily reliant on changing the
compression paradigm with varying available bandwidth.

At lower rates, MPEG has adopted the Harmonic and In-
dividual Lines Plus Noise (HILN) coder which is based on the
original sinusoidal coders [5][4]. The HILN coder operates at
rates ranging from 6 kbps to 24 kbps and has been built into
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an Internet audio transmission scheme [4]. The HILN coder
focuses on signal bandwidth less than 8 kHz and utilizes a per-
ceptual re-ordering scheme of the parameters.

This paper presents an audio compression scheme that uti-
lizes the MLT and a transmission algorithm known as Set Par-
titioning In Hierarchical Trees (SPIHT) [6]. The algorithm
was initially proposed as an image compression solution but
it is general enough to have been applied to audio and elec-
trocardiogram (ECG) signal compression, in combination with
the Wavelet transform, as well [7][8]. The algorithm aims at
performing an ordered bit plane transmission and sorts trans-
form coefficients in an efficient manner allowing more bits to
be spent on coefficients that more heavily contribute to the en-
ergy of the signal.

The results presented show that the MLT achieves a high
compression ratio and the degree of compression obtained is
enhanced by the use of a masking model. Further improve-
ments are obtained by using a modified version of the SPIHT
algorithm proposed in this paper. The modification tests for
absolutely insignificant coefficients (i.e. zeros or coefficients
below a given threshold) and removes those coefficients from
the sorting and transmission algorithm completely. Subjective
test results show that the MLT-SPIHT scheme produces high
quality audio at 54 kbps.

2. THE MLT-SPIHT CODER

The codec based on the combination of the MLT transform and
SPIHT is shown in Figure 1. In Figure 1, the input audio signal
is transformed into the frequency domain by the MLT. The ob-
tained coefficients are applied to a psychoacoustic model, that
determines which coefficients are perceptually redundant, be-
fore being quantized and transmitted by the use of SPIHT. At
the decoder, SPIHT is used to decode the bit stream received
and the inverse transform is used to obtain the synthesized au-
dio. The frame length used in this implementation was 20 ms
(at a sampling rate of 44.1 kHz). As the MLT is being used, the
overlap of the frames must be set to half the frame length.

2.1. The Modulated Lapped Transform (MLT)

In traditional block transform theory, a signal x(n) is divided
into blocks of length M and is transformed by the use of an or-
thogonal matrix of order M . On the other hand, lapped trans-



Fig. 1. The MLT-SPIHT codec

forms take a block of length L and transform that block into
M coefficients, with the condition that L > M [9]. In order to
perform this operation there must be an overlap between con-
secutive blocks of L � M samples [9]. This means that the
synthesized signal must be obtained by the use of consecutive
blocks of transformed coefficients.

In the case of the modulated lapped transform L is equal to
2M and the overlap is thus M . The basis functions of the MLT
are given by:
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being the perfect reconstruction window used.

2.2. The Use of Masking

There are two known masking mechanisms; frequency and time
domain masking. Frequency domain masking is referred to as
simultaneous masking and determines how tones reaching the
ear simultaneously mask each other. Time domain masking (or
temporal masking) occurs when a signal component masks an-
other signal component before and/or after its onset (known as
pre- and post-masking).

Two well known psychoacoustic models for determining
the masked and masking components in the frequency domain
are the Johnston model (first proposed by Johnston in [10]), and
the MPEG model 1 (as described in [11]). Both models allow

the development of a masking curve for the entire spectrum of
an audio signal. The masking curve defines the perceptual sig-
nificance of signal components in the frequency domain. The
major difference between the two is that the Johnston model
specifies a masking value per critical band [10] whereas the
MPEG model 1 specifies a masking value for each frequency
bin used to describe the signal in the frequency domain (assum-
ing that there are more frequency bins than critical bands).

The traditional way of using the masking curves has been
to provide information on how much noise may be allowed in a
given frequency band [11][1][2][10], or how accurately a given
band needs to be quantized for transmission. For this purpose,
a calculation of the mask-to-noise ratio in each critical band
is carried out and more bits are allocated to the band with the
lowest mask to noise ratio. An iterative procedure is employed
where bits are assigned according to some distortion criteria
[11]. This technique is used in the MPEG and Dolby AC trans-
form coders [1][2]. Another way of using the masking curves
is to ignore all spectral components below the curve. Our in-
formal listening tests showed that if the Johnston technique is
used in this manner the audio reconstructed from non-masked
components sounds the same as the original audio, which is
not the case for the MPEG model 1. The masking curve pro-
duced by the MPEG model was found to be too aggressive for
this type of use, as the resulting synthesized audio takes on
a characteristic similar to low-pass filtering the original audio
signal. Hence, in the implementation used to obtain the results
presented in this paper, the Johnston model is utilized.

2.3. Set Partitioning In Hierarchical Trees

The Set Partitioning In Hierarchical Trees algorithm (SPIHT)
was introduced by Said and Pearlman in [6]. The complete
algorithm is listed in [6] as Algorithm II and is not presented
again here.

SPIHT is built on the principle that spectral components
with more energy content should be transmitted before other
components; thus the most relevant information is sent first.
SPIHT sorts the available transform coefficients and transmits
both the sorted coefficients and sorting information in an em-
bedded bit stream. The algorithm is provided with an expected
order of the coefficients defined in the form of trees; those co-
efficients closer to the roots of the trees are expected to be more
significant than those at the leaves. The transmitted sorting in-
formation is used to modify this pre-defined order. The algo-
rithm tests available coefficients and sets of coefficients to de-
termine if those coefficients are above a given threshold. The
result of the test is transmitted and the coefficients are deemed
significant or insignificant relative to the current threshold. Sig-
nificant coefficients are transmitted bit plane by bit plane.

In [6] the SPIHT algorithm used a pre-defined order that
linked sub-band coefficients together in trees (with each tree
being made up of a number of sets). The trees follow the natu-
ral sub-band progression of a dyadic wavelet transform having
the lower frequencies located at the base of the trees [6]. In the
audio coding work reported in [7], the wavelet transform was
used, and so a similar way of organizing the coefficients in sets
to that in [6] was used.



In the following we propose a new scheme for defining sets
that are more relevant to uniform M-band transforms. The set
development is initiated by assuming that there are N roots.
One of the roots is the DC-coefficient and because it is not
related to any of the other coefficients in terms of multiples of
frequency, it is not given any offspring. Each of the remaining
N � 1 roots are assigned N offspring. In the next step each
of the offspring is assigned N offspring and so on, until the
number of the available coefficients is exhausted. We define
the offspring of any node (i) where (i) varies between 1 and
M � 1 (M is the total number of coefficients and i = 0 is the
DC coefficient), as

O(i) = iN + f0; N � 1g: (2)

Any offspring above M�1 are ignored. The descendants of
the roots are obtained by linking the offspring together. For ex-
ample, ifN = 4, node number 1 will have offspring f4; 5; 6; 7g,
node 4 will have offspring f16; 17; 18; 19g and the descendants
of node 1 will include f4; 5; 6; 7; 16; 17; 18; 19; :::g. It has been
determined experimentally that the use of N = 4 is better than
or equivalent to the use of any other value and so it is the value
used in the implementation proposed in this paper.

3. A MODIFIED SPIHT ALGORITHM

SPIHT expects the parameters closer to the roots of the trees to
be more significant than those at the leaves. In the frequency
domain this translates to the expectation that lower frequen-
cies hold more significant information than higher frequency
components. The introduction of the masking creates a rep-
resentation whereby a number of lower frequency parameters
are deemed masked and thus insignificant. This representation
in turn leads to a less efficient application of SPIHT. In this
Section a modification is introduced into SPIHT to account for
such ‘unexpected’ representations.

In combining the masking model with the MLT, masked
coefficients are set to zero. If a masked coefficient is expected
to be non-zero (through its position in the SPIHT trees) then
SPIHT will test that coefficient a number of times for signif-
icance. Since a zero coefficient will never be significant and
so will not be transmitted by SPIHT, a number of test bits are
wasted on these significance tests. The effect of these wasted
bits on the overall bit rate depends on how divergent the trans-
form representation of the signal is from the expected represen-
tation. As a remedy, another test was introduced into SPIHT.
The new test determines if a given amplitude is significant enough
that it may ultimately be included in the transmitted ampli-
tudes. Although this test adds one bit per amplitude to the cost
of the algorithm, the savings made by removing insignificant
amplitudes from the sorting process are usually greater when
the masking model is applied. This saving, however, varies
from signal to signal as the properties of the signal vary.

In terms of the algorithm, let the added test be Tn(k) or
Tn(k; l) which determines if k (or (k; l) in the case of a ma-
trix input) is above a set threshold. This test is included in the
algorithm in step (2.2.1) (see [6]) as follows:

output Tn(k; l)
if Tn(k; l) = 1

Name Content Name Content
x1 Bass x9 English F Speech
x2 Electronic Tune x10 French F Speech
x3 Glockenspiel x11 German F Speech
x4 Glockenspiel x12 English M Speech
x5 Harpsicord x13 French M Speech
x6 Horn x14 German M Speech
x7 Quartet x15 Trumpet
x8 Soprano x16 Violoncello

Table 1. The Signal Content
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Fig. 2. Mean bit rates using the MLT with SPIHT

� output Sn(k; l)
�if Sn(k; l) = 1 add (k; l) to the LSP and output
the sign of ck;l
� if Sn(k; l) = 0 add (k; l) to the end of the LIP.

Thus, if (k; l) is below the given threshold, the corresponding
coefficient is no longer tested.

4. RESULTS

Figure 2 shows three plots, showing the mean bit rate used
to compress the Sound Quality Assessment Material (SQAM
[12]) files, of which there are sixteen with content as listed in
Table 1. The plots are the results for SPIHT coding of the MLT
coefficients for the following three cases:

� without masking or the modification

� with masking and without the modification

� with both masking and the modification applied

It is seen from Figure 2 that the masking reduces the mean bit
rate significantly and the modification adds to this improve-
ment for most of the SQAM files.

A set of informal listening tests (pairwise comparison tests)
have been conducted to determine the subjective quality of the
MLT-SPIHT coding scheme when masking is employed. The



score Sound Quality

1 Very annoying distortion heard
2 Annoying distortion heard
3 Slightly annoying distortion
4 Some perceptible distortion heard, but its not annoying
5 No distortion can be heard

Table 2. Subjective test score guide [13]

Results 54 kbps 64 kbps
Overall mean 4.24 4.44
% No distortion heard 47.4 57.2
% No annoying distortion heard 80.9 88.5

Table 3. Subjective Test Scores for the 64 kbps and 54 kbps codecs

tests consisted of all of the SQAM files listed in Table 1 and
nineteen subjects. The subjects varied in gender and age group.
The subjects were asked to listen to the original signal and the
synthesized signal and judge the similarity of the two signals
by allocating a score between 1 and 5 according to Table 2 [13].

The test results obtained showed that in 63.5% of all test
cases no distortion could be heard; in other words, the score al-
located was a 5. Also, in 90.1% of all test cases any distortion
heard was judged to be not annoying, that is, the score allo-
cated was either a 4 or a 5. Finally, the overall mean of the
scores given for the MLT-SPIHT coding scheme with masking
was 4.52. The results of the subjective test indicate that high
quality audio is obtained by the combination of the MLT with
masking and SPIHT.

Using the MLT-SPIHT based coder with masking and the
modification described in Section 3 a 54 kbps codec and a
64 kbps codec were produced by limiting the bit rate usable
by SPIHT. Both of these coders were tested using the same
methodology described above. Table 3 lists the results of those
subjective tests.

The results listed in Table 3 show that very good quality
audio may be obtained by using the MLT-SPIHT based coder
with masking at rates between 54 and 64 kbps. More than 80%
of all test cases indicated that no annoying distortion can be
heard for both the 54 and 64 kbps cases. Table 3 also shows
that the test subjects distinguished between the two bit rates,
indicating little or no saturation in terms of quality even at rel-
atively high rates as a result of the use of a scalable coding
algorithm such as SPIHT.

5. CONCLUSION

This paper has presented a coding scheme built around the
MLT and SPIHT. Masking was used to reduce the number of
bits required to achieve high quality synthesized audio. A mod-
ification was also introduced to SPIHT and described. The
modification has been shown to further improve the compres-
sion provided by SPIHT. Finally, the subjective test results pre-
sented showed that high quality synthesized audio may be achieved
using this scheme at 54 kbps.
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