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Abstract
Magnetic particle imaging is a tracer-based medical imaging modality. Although various reconstruction methods
are known, such as the ones based on a measured system matrix, the mathematical formulation of physical
models of magnetic particle imaging is still lacking in several ways. Even for fairly simplified models, such as
the Langevin model of paramagnetism, many properties are unproven. Only when one-dimensional excitation
is used, the existing models are sufficient to derive simple and fast reconstruction techniques, like the so-called
x-space and Chebyshev reconstruction approaches. Recently, an accurate formulation of the one-dimensional
Fourier transform of the Langevin function and related functions has been provided. The present article extends
the theory to multidimensional magnetic particle imaging. The derived formulations help us to calculate the exact
relationship between the system function of Lissajous field-free-point trajectory based magnetic particle imaging
and tensor products of Chebyshev polynomials and also uncover a direct relationship to tensor products of Bessel
functions of first kind in the spatio-temporal Fourier domain. Moreover, the developed formulation consolidates
the mathematical description of magnetic particle imaging and lays the basis for the investigation of different
trajectories.

I. Introduction

Different mathematical models have been developed for
magnetic particle imaging (MPI). A review can be found
in [1]. However, the mathematical formulation of physi-
cal models in magnetic particle imaging still has several
shortcomings. Even for simple models, many observa-
tions in MPI are unproven. For example, several MPI
publications are based on the Langevin theory of para-
magnetism to describe the imaging process [2–5]. How-
ever, although some reconstruction methods require the
Fourier transform of the Langevin function and its deriva-
tive, in practice, due to the lack of a closed-form expres-
sion, they are approximated either numerically or via the
Lorentzian function, which works quite well in practice.
In a recent publication, we introduced a formal frame-

work to explain MPI in spatio-temporal Fourier space for
one-dimensional excitation [6]. In independent works [7,
8], closed-form solutions of the one-dimensional Fourier
transform of the Langevin function can also be found.
In [6], the Fourier transform has been defined on a highly
simplified model in one dimension. The present article
extends the previous results on one-dimensional MPI by
giving further proofs and additional information, and,
most importantly, extends the theory to the multidimen-
sional case. The contributions of this work are mani-
fold. First, the calculation of the Fourier transform of
the Langevin function for the one-dimensional and the
multidimensional case are presented. Then, a spatio-
temporal Fourier representation of the system function
is derived from a simplified Langevin model in the mul-
tidimensional setting that only depends on the spatial
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Fourier transform of the Langevin function multiplied by
a second function. This second function itself depends
only on the selected field-free-point (FFP) trajectory and
maps the spatial frequencies to temporal frequencies. As
relevant examples, one-, two-, and three-dimensional
excitation for the drive fields are used. In particular, to
give an explicit example, Lissajous FFP-trajectories are
used. This example helps us to prove some often as-
sumed, but unproven relationships, like the one that the
spatial dimensions of the system function components
in MPI are related to tensor products of Chebyshev poly-
nomials of second kind [2]. A second interesting obser-
vation is that the observed frequency mixing between
spatial and temporal frequencies (see [9]) seems to orig-
inate within the calculated manifold conditions in the
spatio-temporal Fourier space. This was so far related to
the intermodulation theory in [2, 10]. Nonetheless, the
techniques developed in this article can be extended to
various FFP-trajectories and may be helpful in future for
formal analyses in MPI. To confirm our findings numeri-
cally, simulations and comparisons between theoretical
and experimental results have been performed.

II. The Langevin Function and
its Role in MPI

The Langevin function plays a central role in the theory
of MPI, as, for a given location of the field-free point, it al-
lows one to derive a mathematical relationship between
the SPIO distribution and the measured voltage signals.
In this section, we recall some known results and intro-
duce a normalized version of the Langevin function that
will be useful in several proofs throughout the article.

The one-dimensional Langevin functionL :R→R
withL ∈ L∞(R) is defined as

L (x ) =

¨

coth(x )− 1
x x ∈R\{0},

0 x = 0.
(1)

We introduce a “normalized” Langevin functionLn :R→
R in the form

Ln(x ) =

¨

L (x )
x x ∈R\{0},

1
3 x = 0.

(2)

Finally, the n-dimensional Langevin functionL :Rn →
Rn is given by the expression

L (x ) =L (‖x ‖)
x

‖x ‖
=Ln(‖x ‖)x , (3)

where ‖ · ‖ is the Euclidean norm of a vector.
For a simplified MPI model, in which no field inho-

mogeneities and no SPIO’s relaxation effects are consid-
ered, the voltage signals caused by an n-dimensional
SPIO distribution and received at n ′ receive coils can be

written as a vector-valued TD -periodic voltage function
u :R→Rn ′ [1, 2, 11]. We have

u (t ) =M0 g (t ) (4)

with M0 = µ0m P , where matrix P ∈ Rn ′×n denotes the
homogeneous coil sensitivities profiles, µ0 the vacuum
permeability, m the magnetic moment of one nanopar-
ticle, and t ∈ R denotes the time variable. The vector
g :R→Rn describes the essential content of the voltage
signal u (t ). Thus, for the reason of simplicity, we use
only the auxiliary function g (t ) instead of the voltage
signals throughout the article. All upcoming results are
related to the voltage signal u (t ) through a linear trans-
form with matrix M0. The function g (t ) can be expressed
by a component-wise integration using eitherL ,Ln or
L as

g (t ) =
d

dt

∫

Rn

c (x )L (β‖G (x FFP (t )−x )‖)

·
G (x FFP (t )−x )
‖G (x FFP (t )−x )‖

dx ,

=
d

dt

∫

Rn

c (x )Ln(β‖G (x FFP (t )−x )‖)

·βG (x FFP (t )−x ) dx ,

=
d

dt

∫

Rn

c (x )L (β (G (x FFP (t )−x ))) dx

(5)

with β = µ0m
kB T . The vector x ∈Rn denotes the spatial po-

sition, c :Rn →R is the spatial SPIO distribution, kB the
Boltzmann constant, and T the temperature of the SPIOs.
The matrix G ∈ Rn×n denotes the applied gradients of
the selection field H S (x ) =G x . The vector x FFP :R→Rn

describes the position of the field free point at time t .
Often the relationship in (5) is written in an alterna-

tive form as an inner product between the SPIO distri-
bution c (x ) and a system function s :Rn ×R→Rn that
includes all terms that are independent of c (x ):

g (t ) =

∫

Rn

s (x , t )c (x ) dx . (6)

A comparison with (5) shows that the system function
itself can be written in the following forms:

s (x , t ) =
∂

∂ t

�

L (β ‖G (x FFP (t )−x )‖)
βG (x FFP (t )−x )
‖βG (x FFP (t )−x )‖

�

=
∂

∂ t

�

Ln(β ‖G (x FFP (t )−x )‖)βG (x FFP (t )−x )
�

=
∂

∂ t

�

L (β (G (x FFP (t )−x )))
�

. (7)

Another common approach is to define an MPI sys-
tem function for the Fourier-series representation of the
TD -periodic function g (t ). With

sk (x ) =
1

TD

∫

TD
2

− TD
2

s (x , t )e−iωk t dt (8)
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being the k -th Fourier series component of the system
function s (x , t ), the frequency-domain version of (6)
reads

g k =
1

TD

∫

TD
2

− TD
2

g (t )e−iωk t dt

=

∫

Rn

sk (x )c (x ) dx

(9)

withωk =
2πk
TD
= 2πk fD .

III. Spatial Fourier transform
As a first fundamental result on the relationship between
the FFP trajectory and the series coefficients g k , we show
that SPIO- and trajectory-dependent terms can be sepa-
rated when carrying out a spatial Fourier transform.

Theorem 3.1. The Fourier series coefficients g k of g (t )
in (9) can be expressed in terms of the spatial Fourier trans-
form by

g k =
iωk

(2π)n

∫

Rn

ĥ (ωx )P (ωx , k ) dωx , (10)

where the function

P (ωx , k ) =
1

2π

∫ π

−π
eiωT

x x FFP

�

z
2π fD

�

e−ik z dz (11)

only depends on the used FFP-trajectory x FFP (t )with pe-
riod length TD =

1
fD

. The term ĥ (ωx ) is given by

ĥ (ωx ) = ĉ (ωx )
1

�

�det
�

βG
��

�

L̂
�

G −Tωx

β

�

, (12)

where L̂ (ωx ) and ĉ (ωx ) are the continuous Fourier trans-
forms of the Langevin functionL (x ) and the SPIO distri-
bution, respectively. Let c (x ) be of bounded support and
in L 1(Rn )∩ L 2(Rn ).

Proof. In the following, a vector-valued notation is used:

h (x ) =

∫

Rn

c (u )L
�

βG (x −u )
�

du . (13)

We are now interested in the Fourier series expansion
of d

dt h (x FFP (t )). Its coefficients are given by

g k = fD

∫

TD
2

− TD
2

�

d

dt
h (x FFP (t ))

�

e−iωk t dt

= iωk fD

∫

TD
2

− TD
2

h (x FFP (t ))e
−iωk t dt ,

(14)

whereωk = 2π fk = 2π k
TD
= 2πk fD with TD being the du-

ration of one period of the FFP over the whole trajectory.

The convolution in (13) is equivalent to a multiplica-
tion in Fourier space for each vector component:

ĥ (ωx ) = ĉ (ωx )
1

�

�det
�

βG
��

�

L̂
�

G −Tωx

β

�

. (15)

A formal proof of this has to be performed within the
distribution theory. As c (x ) has a bounded support, is
in L 1(Rn )∩ L 2(Rn ), and the locally integrable function
L (x ) is in L∞(Rn ), the integral in (13) exists and h (x ) is
locally integrable. The latter makes it possible to define a
distributional forward Fourier transform on h (x ), which
is given by ĥ (ωx ) in (15).

Following the idea in [12], h (x FFP (t )) is represented
by the inverse Fourier transform alongωx :

h (x FFP (t )) =
1

(2π)n

∫

Rn

ĥ (ωx )e
iωT

x x FFP (t )dωx . (16)

Now, by substituting t = z
2π fD

in (14), inserting (16),
and changing the order of integration, we obtain

g k =
iωk

2π

∫ π

−π
h
�

x FFP

�

z

2π fD

��

e−ik z dz

=
iωk

(2π)n+1

∫ π

−π

∫

Rn

ĥ (ωx )e
iωT

x x FFP

�

z
2π fD

�

dωx e−ik z dz

=
iωk

(2π)n

∫

Rn

ĥ (ωx )

�

1

2π

∫ π

−π
eiωT

x x FFP

�

z
2π fD

�

e−ik z dz

�

dωx .

(17)
The comparison of (17) with (10) and (11) confirms the
theorem.

IV. Fourier transform of the
Langevin function and
Bessel functions

In this section, we provide results on the Fourier trans-
forms of the Langevin function and some related func-
tions which naturally occur in the MPI context. Readers
who are mainly interested in MPI theory may skip most
of this section and consider only the derived Fourier cor-
respondences.

IV.I. Transform of the Langevin
function

The expression for the Fourier transform of the Langevin
function is derived on the basis of a series expansion for
L (x )which is stated in the following lemma.

Lemma 4.1. The Langevin functionL : R→ R has the
uniformly converging series expansion

L (x ) =
∞
∑

k=1

2x

k 2π2+ x 2
=

1

i

∞
∑

k=1

�

1

kπ− ix
−

1

kπ+ ix

�

.

(18)
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Consequently, the normalized versionLn :R→R has the
uniformly converging series expansion

Ln(x ) =
∞
∑

k=1

2

k 2π2+ x 2
. (19)

The proofs of the uniform convergence are deferred
to Appendix A.

Theorem 4.2. The one-dimensional Fourier transform of
the normalized Langevin functionLn :R→R is given by

L̂n(ωx ) =−2 ln
�

1−e−π|ωx |
�

, |ωx |> 0 (20)

with L̂n ∈ L 1(R).

Proof. From Lemma 4.1, we have

L̂n(ωx ) =F [Ln(x )]

=F

�∞
∑

k=1

2

k 2π2+ x 2

�

=
∞
∑

k=1

F
�

2

k 2π2+ x 2

�

.

Using the fact that the Fourier transform of 2
k 2π2+x 2 is

given by

F
�

2

k 2π2+ x 2

�

=
2

k
e−kπ|ωx |

and that [13]
∞
∑

k=1

1

k
z−k =− ln

�

1−
1

z

�

for |z |> 1,

we obtain

L̂n(ωx ) =
∞
∑

k=1

2

k
e−kπ|ωx | =−2 ln

�

1−e−π|ωx |
�

, |ωx |> 0.

(21)
Next we show that L̂n is in L 1(R). Due to the singularity
aroundωx = 0 and the property that L̂n(ωx ) is symmet-
ric and non-negative for allωx , the integration over | L̂n |
is performed by taking limits in the following form:

∫ ∞

−∞

�

�L̂n(ωx )
�

�dωx = 2 lim
ε+→0

∫
1
ε

ε

L̂n(ωx )dωx .

Using the series expansion in (21) and the fact that the
series is convergent for allωx > 0, the limit and the inte-
gration can be interchanged. We thus have
∫ ∞

−∞

�

�L̂n(ωx )
�

�dωx = 2 lim
ε+→0

∫
1
ε

ε

∞
∑

k=1

2

k
e−kπωx dωx

= 2 lim
ε+→0

∞
∑

k=1

∫
1
ε

ε

2

k
e−kπωx dωx

= 2 lim
ε+→0

∞
∑

k=1

−2

πk 2
e−kπωx

�

�

�

�

1
ε

ε

= 2
∞
∑

k=1

� −2

πk 2
e−kπ∞−

−2

πk 2
e−kπ0

�

= 2
∞
∑

k=1

2

πk 2
=

2π

3
<∞.

In the following, we extend the one-dimensional cor-
respondence between Ln(x ) and L̂n(ωx ) to higher di-
mensions. For this purpose it is helpful to introduce the
terminology of radial functions. These provide a straight-
forward way to perform integration of a radial function
in spherical coordinates.

Definition. A function f :Rn →C is a radial (rotational
invariant) function if there is a one-dimensional function
F :R+→C such that

f (x ) = F (‖x ‖). (22)

From this definition it is easy to conclude that the
function `n : Rn → R with `n(x ) = Ln(‖x ‖) is a radial
function.

Lemma 4.3. If f :Rn →Cwith f (x ) = F (‖x ‖) is a radial
function, then the following identity holds

∫

Rn

F (‖x ‖)d x = Sn−1

∫ ∞

0

F (r )r n−1 dr, (23)

where

Sn−1 =
2π

n
2

Γ
�

n
2

�

denotes the surface of the unit (n −1)-dimensional sphere.

A proof can be found in [14].

Theorem 4.4. The three-dimensional Fourier transform
of `n :R3→Rwith `n(x ) =Ln(‖x ‖) results in

L̂n(ωx ) =Λ3(s ) with s = ‖ωx ‖ (24)

and

Λ3(s ) =
4π2

s

1

eπs −1
. (25)

Proof. In [15, 16] a connection between different dimen-
sionalities of the Fourier transform of a radial function
was derived. Assuming that f̂n (s ) with s : Rn → R and
s (ωx ) = ‖ωx ‖ denotes the n-dimensional Fourier trans-
form of a radial function f (r ), then the n+2 dimensional
Fourier transform can be calculated by

f̂n+2(s ) =−
2π f̂ ′n (s )

s
.

Now using our result from Theorem 4.2 and set-
ting Λ1(s ) = −2ln (1−e−πs ) we obtain for the three-
dimensional case

Λ3(s ) =−
2π

s
Λ′1(s ) = 2

2π

s

πe−πs

1−e−πs
=

4π2

s

1

eπs −1
.

This confirms (24) and (25).

Note that also a characterization of the two-
dimensional Fourier transform of the normalized
Langevin function is available. However, since the 2-D
case has no closed-form solution and since this result
is not needed to prove Theorem 4.4, it is deferred to
Appendix E.
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Lemma 4.5. The three-dimensional Fourier transform
of the normalized Langevin function L̂n : R3 → R is in
L 1(R3).

Proof. According to Lemma 4.3 for radial functions we
have

∫

R3

�

�L̂n(ωx )
�

� dωx = 4π

∫ ∞

0

Λ3(r )r
2 dr

= 16π3

∫ ∞

0

r

eπr −1
dr.

By performing the substitution s =πr and using just the
definition of the product of the gamma function Γ (x ) and
the zeta function ζ(x ) [13],

Γ (x )ζ(x ) =

∫ ∞

0

t x−1

et −1
dt ,

we obtain
∫

R3

�

�L̂n(ωx )
�

� dωx = 16π

∫ ∞

0

s

es −1
ds

= 16πΓ (2)ζ(2)

=
8π3

3
<∞.

The fact that L̂n(ωx ) ∈ L 1(R3)means that there exists
an inverse Fourier transform

Ln(‖x ‖) =
1

(2π)3

∫

R3

L̂n(ωx )e
iωT

x x dωx ,

where L̂n(ωx ) =Λ3(‖ωx ‖). This also allows us to define a
forward and inverse Fourier transform L̂ (ωx ) for the n-
dimensional Langevin function. The forward transform
is formulated in the next theorem.

Theorem 4.6. The Fourier transform ofL :Rn →Rn is

L̂ (ωx ) = iΛ′n(‖ωx ‖)
ωx

‖ωx ‖
, (26)

with L̂ :Rn →Cn , Λ′n(s ) =
d

d s Λn (s ), and Λn :R+→R de-
noting the n-dimensional Fourier transform ofLn(‖x ‖) :

Λn (‖ωx ‖) = L̂n(ωx ) =F [Ln (‖x ‖)] .

The function Λn (s ) has been derived for different n
in this work. For n = 1 it is given by Λ1(s ) = L̂n(s ) in (20),
for n = 2 the result is shown in Appendix E in (106), and
for n = 3 it is given by (25).

Proof. We start from the n-dimensional formulation
of the Langevin function L (x ) in (3). Observing that
it has the form Ln(‖x ‖)x and using the Fourier corre-
spondence (−ix ) f (x )←→ d

dω f̂ (ω) for a derivative in fre-
quency domain leads to the correspondence

L (x ) =Ln(‖x ‖)x ←→ i∇ωx
L̂n(ωx ),

where ∇ωx
=
�

∂
∂ ωx1

, ∂
∂ ωx2

, . . . , ∂
∂ ωxn

�T
is the gradient op-

erator with respect to ωx . Considering that L̂n(ωx ) =
Λn (‖ωx ‖) and applying the chain-rule, the Fourier trans-
form ofL (x ) finally becomes

L̂ (ωx ) =F [L (x )] = i∇ωx
[Λn (‖ωx ‖)] = iΛ′n(‖ωx ‖)

ωx

‖ωx ‖
,

which proves (26).

Finally, the explicit expression for the Fourier trans-
form of the three-dimensional Langevin function is given
in the following corollary.

Corollary 4.7. The 3D Fourier transform ofL :R3→R3

is

L̂ (ωx ) =−4π2i
(π‖ωx ‖+1)eπ‖ωx ‖−1

‖ωx ‖2 (eπ‖ωx ‖−1)2
ωx

‖ωx ‖
. (27)

Quite obviously, in a physical context, the Langevin
functionL (x ) has to be treated in a three-dimensional
way due to the three-dimensional structure of SPIO distri-
butions. However, it is not clear under which conditions
L̂ (ωx ) may be used inside an argument of an inverse
Fourier transform. To verify this, the following Lemma
helps.

Lemma 4.8. Products of the form

ω`x1
ωm

x2
ωn

x3
L̂ ν(ωx ), `, m , n ∈N0, (28)

where L̂ ν : R3 → C, ν ∈ {1,2,3} are the components of
L̂ (ωx ), are in L 1(R3) if `+m +n ≥ 1.

The proof of this lemma, which is quite technical,
is given in Appendix B. The important point about the
lemma is that it shows that an inverse Fourier transform
exists as soon as L̂ (ωx ) occurs in a product with a second
function f (ωx ) for which 1

ωxi
f (ωx ) ∈ L 1(R3) ∩ L∞(R3).

Interestingly, Bessel functions of first kind with an order
that is higher than zero are of this type. These functions
naturally occur in Fourier-domain representations of the
MPI measurement process.

IV.II. Fourier Transforms of Bessel
functions

In this section, we present some essential results on
Bessel functions that are needed for the frequency-
domain representation of MPI. We start with the defi-
nition of the Bessel function of first kind in series form.

Definition. The Bessel function of first kind Jn : R→ R
with order n ∈Z is defined as [13]

Jn (ξ) =
∞
∑

m=0

(−1)m

m !Γ (m +n +1)

�

ξ

2

�2m+n

. (29)
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Lemma 4.9. The inverse Fourier transform of the Bessel
function of first kind Jn (ωx )with order n ∈Z is

F−1 [Jn (ωx )] =

¨

in T|n |(x )
π
p

1−x 2
for |x |< 1

0 else,
(30)

where Tn (x ) denotes the n-th Chebyshev polynomial of
the first kind, which can be written with trigonometric
functions as [13]

Tn (x ) = cos(n arccos(x )), |x |< 1. (31)

The inverse Fourier transform of Jn (ωx )
iωx

with order n ∈Z is

F−1
�

Jn (ωx )
iωx

�

=
in

π
Vn (x ) (32)

with

Vn (x ) =

(

rect
�

x
2

�

�

−U|n |−1(x )
p

1−x 2

|n |

�

if |n |> 0
π
2 sgn(x +1)− rect

�

x
2

�

arccos(x ) if n = 0,
(33)

where Un (x ) denotes the n-th Chebyshev polynomial of
the second kind [13]:

Un (x ) =
sin ((n +1) ·arccos(x ))

p
1− x 2

, |x |< 1. (34)

Moreover, Vn (x ) and Tn (x ) have the mutual relationship

d

dx
Vn (x ) = rect

� x

2

� T|n |(x )p
1− x 2

. (35)

Proof. A proof for (30) can be found in the literature [17].
To prove (35) for n ≥ 1, we simply take the derivative

d
dx Vn (x )with Vn (x ) according to (33):

d

dx
Vn (x ) =−

d

dx

sin (n ·arccos(x ))
n

=
cos(n arccos(x ))
p

1− x 2
.

A comparison with (31) confirms (35) for n ≥ 1. For n = 0
we have

V0(x ) =
π

2
−arccos(x ) = arcsin(x ), |x |< 1.

Taking the derivative then results in

d

dx
V0(x ) =

1
p

1− x 2
=

T0(x )p
1− x 2

,

which confirms (35) for n = 0. Moreover, for |x |> 1 it is
easy to verify that d

dx Vn (x ) = 0.
It remains to show that (32) holds. Based on the

Fourier correspondence in (30) and the property Jn (0) =
0, the Fourier integration theorem

∫ x

−∞
f (τ)dτ←→

1

iω
F (ω) if F (0) = 0

yields

in

π

∫ x

−∞
rect

� y

2

� T|n |(y )
p

1− y 2
d y ←→

1

iωx
Jn (ωx ).

Fortunately, we only have to show that

g (x ) :=
in

π

∫ x

−∞
rect

� y

2

� T|n |(y )
p

1− y 2
d y

!=
in

π
Vn (x ).

For x ∈ [0, 1]we obtain

g (x ) =
in

π
Vn (y )

�

�

�

�

x

−1

=
in

π



Vn (x )−Vn (−1)
︸ ︷︷ ︸

=0



=
in

π
Vn (x ).

For x <−1 it holds that g (x ) = 0. For x > 1, we have

g (x ) =
in

π

∫ x

−∞
rect

� x

2

� Tn (x )p
1− x 2

d x

=

�∫ ∞

−∞
rect

� x

2

� Tn (x )p
1− x 2

eiωx x d x

�

ωx=0

= Jn (0) = 0.

Overall, for n ≥ 1 this validates that g (x ) = in

π Vn (x ). The
case n = 0 is more involved and will be treated separately
in Lemmas 4.12 and 4.13.

Corollary 4.10. The function Jn (ωx )
ωx

is in L 1(R)∩ L∞(R),
and the L∞-norm has an upper bound of









Jn (ωx )
ωx









L∞
≤C

1

n
4
3

(36)

with a constant C > 0 and n > 0.

Proof. The upper bound on the L∞-norm is shown
in [18]. Thus, it remains to prove that Jn (ωx )

ωx
∈ L 1(R).

According to [19]we have

|Jn (ωx )| ≤min(1, b n−
1
3 , c |ωx |−

1
3 )

with constants b = 0.674885 . . . and c = 0.7857468704 . . ..
Observing that the function can be upper bounded by

�

�

�

�

Jn (ωx )
ωx

�

�

�

�

≤ rect
�ωx

2

�

+
�

1− rect
�ωx

2

�� 1

|ωx |
4
3

it holds that
∫ ∞

−∞

�

�

�

�

Jn (ωx )
ωx

�

�

�

�

dωx ≤ 2+2

∫ ∞

1

1

|ωx |
4
3

dωx

= 2−
2

( 43 −1)|ωx |
4
3−1

�

�

�

�

�

∞

1

= 8<∞.
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IV.III. Product of Bessel function and
Fourier transformed Langevin
function

In this section a central result for the product of the
Fourier transformed Langevin function with a Bessel
function of first kind is given.

Lemma 4.11. The function

l 3D

ν (ωx ) = J`(α1ωx1
)Jm (α2ωx2

)Jn (α3ωx3
)L̂ ν(ωx ), (37)

where L̂ ν(ωx ) denotes the components of L̂ : R3 → C3

and J`(α1ωx1
), Jm (α2ωx2

), Jn (α3ωx3
) are Bessel functions

of first kind with at least one αi 6= 0, is in L 1(R3) if |`|+
|m |+ |n | ≥ 1. An upper bound for the L 1-norm is given by

‖l 3D

ν ‖L 1 ≤
C

(max (1, |`|)max (1, |m |)max (1, |n |))
4
3

(38)

with C > 0. Similarly, the bounds for the L 1-norms of

l 2D

ν (ωx ) = J`(α1ωx1
)Jm (α2ωx2

)L̂ ν(ωx ) =
�

l 3D

ν (ωx )
�

α3=0

n=0

(39)
and

l 1D

ν (ωx ) = J`(α1ωx1
)L̂ ν(ωx ) =

�

l 3D

ν (ωx )
�

α2=α3=0

n=m=0

(40)

are given by (38) with the appropriate choice of n , m.

Proof. We consider the function l 3D

ν (ωx ) from (37).
Firstly, we consider the case where |`| ≥ 1 and n =m = 0
and define

f (ωx ) :=
J`(α1ωx1

)
ωx1

Jm (α2ωx2
)Jn (α3ωx3

)

g (ωx ) :=ωx1
L̂ ν(ωx ).

Using Lemma 4.8, the norm of ‖g ‖L 1 is bounded by a
constant c1 with 0< c1 <∞. From Corollary 4.10 and us-
ing ‖J0‖∞ = 1 we know that ‖ f ‖L∞ ≤C1/|`|

4
3 . The Hölder

inequality then yields

‖l 3D

ν ‖L 1 = ‖ f · g ‖L 1 ≤ ‖ f ‖L∞‖g ‖L 1 ≤
C1

|`| 43
c1 <∞. (41)

Secondly, we consider that |`| ≥ 1, |m | ≥ 1 and n = 0. Now,
we can split the function l 3D

ν (ωx ) = f (ωx )g (ωx ) into

f (ωx ) :=
J`(α1ωx1

)
ωx1

Jm (α2ωx2
)

ωx2

Jn (α3ωx3
),

g (ωx ) :=ωx1
ωx2
L̂ ν(ωx ).

Using Lemma 4.8, Corollary 4.10, and ‖J0‖∞ = 1 the
Hölder inequality then yields

‖l 3D

ν ‖L 1 = ‖ f · g ‖L 1 ≤ ‖ f ‖L∞‖g ‖L 1 ≤
C2

|`| 43 |m | 43
c2 <∞.

(42)

Next, we assume that |`|, |m |, and |n | are larger than zero.
In this case we can split l 3D

ν (ωx ) = f (ωx )g (ωx ) into

f (ωx ) :=
J`(α1ωx1

)
ωx1

Jm (α2ωx2
)

ωx2

Jn (α3ωx3
)

ωx3

,

g (ωx ) :=ωx1
ωx2
ωx3
L̂ ν(ωx ).

Now, using Lemma 4.8 and Corollary 4.10 the Hölder
inequality yields

‖l 3D

ν ‖L 1 = ‖ f · g ‖L 1 ≤ ‖ f ‖L∞‖g ‖L 1 ≤
C3

|`| 43 |m | 43 |n | 43
c3 <∞.

(43)
Expressions similar to (41), (42), and (43) can be de-

rived for the other possible combinations of general
`, n , m ∈Zwith |`|+ |m |+ |n | ≥ 1. Altogether, these con-
firm (38) for all `, m , n ∈Z .

Lemma 4.11 makes it possible to define the inverse
Fourier Transform of products of L̂ ν(ωx ) and Bessel
functions of first kind, but first we state a Lemma that
helps us to unify the notation.

Lemma 4.12. The convolution of a function F (x ) ∈
L∞(R) that has the property limx→±∞ F (x ) = ±c and
c ∈Rwith a scaled version of the function

v0(x ) =
d

dx V0(x ),

where V0(x ) is defined in (33), yields

∫ ∞

−∞
F (x − y )

1

|α|
v0

� y

α

�

d y

=

∫ ∞

−∞
f (x − y )

α

|α|
V0

� y

α

�

d y , α 6= 0

(44)

with f (x ) = d
dx F (x ).

The proof of this Lemma is deferred to Appendix C.
We now consider the inverse Fourier Transform of

products of L̂ ν(ωx ) and Bessel functions of first kind.

Lemma 4.13. The inverse Fourier transforms of products

â 1D

ν (ωx ) :=
Jn

�

α1ωx1

�

e−iωx2
c2 e−iωx3

c3 L̂ ν

�

G −Tωx
β

�

�

�det(βG )
�

�

â 2D

ν (ωx ) :=
Jn

�

α1ωx1

�

Jm

�

α2ωx2

�

e−iωx3
c3 L̂ ν

�

G −Tωx
β

�

�

�det(βG )
�

�

â 3D

ν (ωx ) :=
Jn

�

α1ωx1

�

Jm

�

α2ωx2

�

J`
�

α3ωx3

�

L̂ ν

�

G −Tωx
β

�

�

�det(βG )
�

�

,

(45)
of L̂ ν : R3 → C with the Bessel functions of first kind
Jn (α1ωx1

), Jm (α2ωx2
), and J`(α3ωx3

)with αi 6= 0, c2, c3 ∈

10.18416/ijmpi.2019.1912001 © 2019 Infinite Science Publishing

http://dx.doi.org/10.18416/ijmpi.2019.1912001
http://dx.doi.org/10.18416/ijmpi.2019.1912001


International Journal on Magnetic Particle Imaging 8

R and |n |+ |m |+ |`| ≥ 1 are given by

F−1
�

â 1D

ν (ωx )
�

=
in

πsgn(α1)

∫

R




∂

∂ z1
L ν



βG





z1

x2−c2

x3−c3













z1=x1−u1

·Vn

�

u1

α1

�

du1,

(46)

F−1
�

â 2D

ν (ωx )
�

=
in+m

π2 sgn(α1α2)

∫

R2




∂ 2

∂ z1∂ z2
L ν



βG





z1

z2

x3−c3













z1=x1−u1

z2=x2−u2

·Vn

�

u1

α1

�

Vm

�

u2

α2

�

du1 du2,

(47)
and

F−1
�

â 3D

ν (ωx )
�

=
in+m+`

π3 sgn(α1α2α3)

∫

R3
�

∂ 3

∂ z1∂ z2∂ z3
L ν

�

βG z
�

�

z=x−u

·Vn

�

u1

α1

�

Vm

�

u2

α2

�

V`

�

u3

α3

�

du ,

(48)

respectively.

Proof. According to Lemma 4.9 with |n | ≥ 1 and the scal-
ing theorem of the Fourier transform with α 6= 0 we know
that

F−1
�

Jn (αωx )
iωx

�

=
in

πsgn(α)
Vn

� x

α

�

,

F−1





iωx1
L̂ ν

�

G −Tωx
β

�

�

�det(βG )
�

�



= ∂
∂ x1

�

L ν

�

βG x
��

,

F−1





iωx1
iωx2

L̂ ν

�

G −Tωx
β

�

�

�det(βG )
�

�



= ∂ 2

∂ x1∂ x2

�

L ν

�

βG x
��

,

F−1





i3ωx1
ωx2
ωx3
L̂ ν

�

G −Tωx
β

�

�

�det(βG )
�

�



= ∂ 3

∂ x1∂ x2∂ x3

�

L ν

�

βG x
��

.

Moreover, we have the well-known relationship

F−1
�

e−iωx c
�

=δ0 (x − c )

with δ0(x ) being the Dirac delta distribution. Now, us-
ing that a multiplication in Fourier domain is equiva-
lent to a convolution in spatial domain we get (term

by term) the results for a 1D

ν (x ) =F
−1[â 1D

ν (ωx )], a 2D

ν (x ) =
F−1[â 2D

ν (ωx )], and a 3D

ν (x ) =F
−1[â 3D

ν (ωx )]. These convo-
lutions generally occur in all three dimensions. However,
for a 1D

ν (x ) and a 2D

ν (x ), they effectively reduce to one- and
two-dimensional ones, respectively, because the convo-
lutions with Dirac delta distributions along the unused
dimensions just result in phase shifts.

In case that either n ,m or ` is zero, we still have the
Fourier correspondence

F−1
�

J0

�

α jωx j

��

=
1

π

1

|α j |
rect

�

x j

α j

�

1
È

1−
�

x j

α j

�2

=
1

π

1

|α j |
v0

�

x j

α j

�

with v0(x ) =
d

dx V (x ) as defined by Lemma 4.9 and
Lemma 4.12. For |n ||m |> 0 and `= 0, we have the follow-
ing inverse Fourier transform for â 3D

ν (ωx ):

a 3D

ν (x ) =
in+m

π3 sgn(α1α2)

∫

R3
�

∂ 2

∂ z1∂ z2
L ν

�

βG z
�

�

z=x−u

·Vn

�

u1

α1

�

Vm

�

u2

α2

�

1

|α3|
v0

�

u3

α3

�

du .

Due to Lemma 4.8 we know thatωx1
ωx2
L̂ ν

�

G −Tωx
β

�

is in

L 1(R3). Therefore, the function ∂ 2

∂ x1∂ x2

�

L ν

�

βG x
��

van-
ishes as its argument goes to plus or minus infinity and,
thus, it is in L∞(R3). This allows us to use Lemma 4.12,
resulting in

a 3D

ν (x ) =
in+m

π3 sgn(α1α2α3)

∫

R3
�

∂ 3

∂ z1∂ z2∂ z3
L ν

�

βG z
�

�

z=x−u

·Vn

�

u1

α1

�

Vm

�

u2

α2

�

V0

�

u3

α3

�

du .

The expressions for a 3D(x ) and a 2D(x )with other possible
combinations of |m |+ |n |+ |`| ≥ 1 follow likewise. For
a 1D(x ) the case n = 0 is not needed.

V. Fourier representation for a
one-dimensional trajectory

For a one-dimensional excitation with a three-
dimensional SPIO distribution, a closed-form represen-
tation of the temporal Fourier series coefficients has
been derived in [2]. This commonly known result can
also be deduced from Theorem 3.1 in the article. In
addition to the known relationships, we will introduce a
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spatial Fourier transform version ŝk (ωx ) of sk (x ) in the
following.

Definition. Let fx be an arbitrary excitation frequency of
our MPI scanner. The drive field along the x -axis then has
the form

H D (t ) =





−Ax sin(ωx t +ϕx )
−cy

−cz



 , (49)

whereωx = 2π fx denotes the angular frequency, Ax is the
amplitude,ϕx ∈ [0, 2π) is a phase offset and cy , cz ∈R are
time independent drive-field offsets. The homogeneous
selection field H S (x ) =G x of the MPI scanner is, without
loss of generality, assumed to be diagonal:

G =





Gx 0 0
0 Gy 0
0 0 Gz



 . (50)

According to the Maxwell equations the magnetic field
fulfills Gx +Gy +Gz = 0.

The position of the FFP is given by [1, 11, 20]

x FFP (t ) =−G −1H D (t ) (51)

and has the period length TD =
1
fx

and, consequently,
fD = fx . With this information we can now formulate the
Fourier representation for MPI with a one-dimensional
trajectory in a theorem.

Theorem 5.1. The Fourier series coefficients sk :R3→C3

of the MPI system function for a one-dimensional FFP-
trajectory and k ∈Z\{0} can be expressed in terms of prod-
ucts of V` : R → R convolved along the spatial dimen-
sions with the spatial derivative of the Langevin function
L :R3→R3 by

sk (x ) =
(−i)k+1ωk eiϕx k

π

sgn(Ax )
sgn(Gx )

∫

R





∂

∂ z1
L



βG





z1

x2−
cy

Gy

x3−
cz
Gz













z1=x1−u1

Vk

�

Gx

Ax
u1

�

du1,

(52)
with

Vn (x ) = rect
� x

2

�

�

−
U|n |−1(x )

p
1− x 2

|n |

�

, |n |> 0 (53)

and Un−1(x ) being the Chebyshev polynomial of second
kind and order n −1.

Equivalently, the spatial Fourier domain representa-
tion of sk (x ) is given by

ŝk (ωx ) =
(−1)k+1iωk eiϕx k

�

�det(βG )
�

�

L̂
�

G −Tωx

β

�

·

Jk

�

ωx1

Ax

Gx

�

e−i
cy
Gy
ωx2 e−i cz

Gz
ωx3 ,

(54)

where Jn (ωx ) denotes the n-th Bessel function of first kind
and L̂ :R3→C3 reads

L̂ (ωx ) =−4π2i
(π‖ωx ‖+1)eπ‖ωx ‖−1

‖ωx ‖2 (eπ‖ωx ‖−1)2
ωx

‖ωx ‖
. (55)

For k = 0 it holds that s0(x ) = 0 and ŝ0(ωx ) = 0.

Note that the expression for sk (x ) in (52) is the same
as in [2] when the phase offset is set to ϕx =

π
2 and we

use cy = cz = 0.

Proof of Theorem 5.1. Firstly, observe that

x FFP

�

z

2π fD

�

=





Ax
Gx

sin(z +ϕx )
cy

Gy
cz
Gz



 .

To compute the mapping function P (ωx , k ) defined
in (11),

P (ωx , k ) =
1

2π

∫ π

−π
eiωT

x x FFP

�

z
2π fD

�

e−ik z dz (56)

we rewrite the term eiωT
x x FFP

�

z
2π fD

�

as

eiωT
x x FFP

�

z
2π fD

�

= eiωx1
Ax
Gx

sin(z+ϕx )ei
cy
Gy
ωx2 ei cz

Gz
ωx3

and by using the Jacobi-Anger expansion [21]

eiz sin(θ ) =
∞
∑

n=−∞
Jn (z )e

inθ ,

as

eiωT
x x FFP

�

z
2π fD

�

=
∞
∑

n=−∞
Jn

�

ωx1

Ax

Gx

�

ein (z+ϕx )ei
cy
Gy
ωx2 ei cz

Gz
ωx3 .

(57)
Inserting (57) into (56), reordering the terms, and carry-
ing out the integration yields

P (ωx , k ) =
∞
∑

n=−∞
eiϕx n Jn

�

ωx1

Ax

Gx

�

ei
cy
Gy
ωx2 ei cz

Gz
ωx3

·
1

2π

∫ π

−π
ei(n−k )z dz

︸ ︷︷ ︸

=δ(n ,k )

= eiϕx k Jk

�

ωx1

Ax

Gx

�

ei
cy
Gy
ωx2 ei cz

Gz
ωx3 ,

(58)

where

δ(n ,k ) =

¨

1 if k = n

0 otherwise

denotes the Kronecker delta.
We now consider g k from (10) with ĥ (ωx ) from (12):

g k =
iωk

(2π)3

∫

R3

ĉ (ωx )
�

�det(βG )
�

�

L̂
�

G −Tωx

β

�

P (ωx , k ) dωx .

(59)
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Inserting P (ωx , k ) from (58) into (59) and comparing the
obtained expression with (54) under use of L̂ (−ωx ) =
−L̂ (ωx ) and Jk (−ω) = (−1)k Jk (ω) yields

g k =
1

(2π)3

∫

R3

ĉ (ωx )ŝk (−ωx ) dωx

=
1

(2π)3

∫

R3

ĉ (−ωx )ŝk (ωx ) dωx .

(60)

Now, by using that c (x ) is real-valued and that its
Fourier transform has the conjugate symmetry ĉ (−ωx ) =
ĉ ∗(ωx ), we can apply Parseval’s theorem to obtain the
original relationship (9):

g k =

∫

R3

c (x )sk (x ) dx . (61)

This proves that ŝk (ωx ) according to (54) is the spatial-
frequency representation of sk (x ). Using Lemma 4.13
and observing that the expression in â 1D

ν (ωx ) is equiva-
lent to (54) up to a factor, we get sk (x ) according to (52)
as the inverse Fourier transform of (54), which was to be
proven.

VI. Fourier representation for
two-dimensional Lissajous
trajectories

Definition. To define the trajectory, let NB ∈ N be a fre-
quency divider with NB ≥ 2 and fB an arbitrary basis fre-
quency of our MPI scanner. Then the excitation frequen-
cies for the two-dimensional Lissajous FFP-trajectory are
given by fx =

fB
NB

and fy =
fB

NB−1 . The corresponding angu-
lar frequencies areωx = 2π fx andωy = 2π fy , respectively.
The 2D drive field can be expressed as

H D (t ) =





−Ax sin(ωx t +ϕx )
−A y sin(ωy t +ϕy )

−cz



 , (62)

where Ax , A y ∈ R denote the drive-field amplitudes,
ϕx ,ϕy ∈ [0, 2π) are the phase offsets, and cz ∈R is a time-
independent drive-field offset in the third dimension. The
homogeneous selection field H S (x ) =G x of the MPI scan-
ner has a gradient matrix G ∈R3×3 as in (50).

Similar to (51) the position of the FFP is given by

x FFP (t ) =−G −1H D (t ), (63)

where the trajectory is periodic with period length

TD =
1

fD
=

NB (NB −1)
fB

.

A direct expression for the series coefficients of the
MPI system function is given in the following Theorem.

Theorem 6.1. The Fourier series coefficients sk :R3→C3

of the MPI system function for a two-dimensional Lis-
sajous FFP-trajectory with the phase offsets ϕx =ϕy = 0
and k ∈ Z\{0} can be expressed in terms of tensor prod-
ucts of V` : R→ R convolved along each spatial dimen-
sion with the spatial derivative of the Langevin function
L :R3→R3 by

sk (x ) =
∑

λ∈Z

(−i)λ+1ωk

π2

sgn(Ax A y )

sgn(Gx Gy )

∫

R2





∂ 2

∂ z1∂ z2
L



βG





z1

z2

x3−
cz
Gz













z1=x1−u1

z2=x2−u2

·

V−k+λNB

�

Gx

Ax
u1

�

Vk−λ(NB−1)

�

Gy

A y
u2

�

du1 du2,

(64)
where

Vn (x ) =

(

rect
�

x
2

�

�

−U|n |−1(x )
p

1−x 2

|n |

�

if |n |> 0
π
2 sgn(x +1)− rect

�

x
2

�

arccos(x ) if n = 0
(65)

and Un−1(x ) denotes the Chebyshev polynomial of second
kind and order n −1.

Equivalently, the spatial Fourier domain representa-
tion of sk (x ) can be expressed as

ŝk (ωx ) =
∞
∑

λ=−∞

(−1)λ+1iωk

|det(βG )|
L̂
�

G −Tωx

β

�

e−iωx3
cz
Gz ·

J−k+λNB

�

ωx1

Ax

Gx

�

Jk−λ(NB−1)

�

ωx2

A y

Gy

�

,

(66)
where Jn (x ) denotes the n-th Bessel function of first kind
and L̂ :R3→C3 is given by

L̂ (ωx ) =−4π2i
(π‖ωx ‖+1)eπ‖ωx ‖−1

‖ωx ‖2 (eπ‖ωx ‖−1)2
ωx

‖ωx ‖
. (67)

For k = 0 it holds that s0(x ) = 0 and ŝ0(ωx ) = 0.

We give the proof of this theorem in several steps.
First, we derive an expression for the mapping function
P (ωx , k ) introduced in (11) for the special case of a two-
dimensional FFP-Lissajous trajectory. The result is given
in the following Lemma.

Lemma 6.2. The mapping function P :R3×Z→C for the
two-dimensional FFP-Lissajous trajectory x FFP :R→R3

in Theorem 3.1 is given by

P (ωx , k ) =
∑

n ,`∈Z

�

ei(nϕx+`ϕy ) Jn

�

ωx1

Ax

Gx

�

J`

�

ωx2

A y

Gy

�

·δ(n (NB−1)+`NB ,k )

�

eiωx3
cz
Gz .

(68)

Proof. To confirm (68), we consider P (ωx , k ) according
to (11),

P (ωx , k ) =
1

2π

∫ π

−π
eiωT

x x FFP

�

z
2π fD

�

e−ik z dz (69)
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and insert the particular Lissajous trajectory. For the
position of the FFP it turns out that

x FFP

�

z

2π fD

�

=







Ax
Gx

sin
�

fx
fD

z +ϕx

�

A y

Gy
sin

�

fy

fD
z +ϕy

�

cz
Gz







=





Ax
Gx

sin
�

(NB −1)z +ϕx

�

A y

Gy
sin

�

NB z +ϕy

�

cz
Gz



 .

Using the Jacobi-Anger expansion [21]

eiz sin(θ ) =
∞
∑

n=−∞
Jn (z )e

inθ ,

we can reformulate the term to be integrated as

eiωT
x x FFP

�

z
2π fD

�

e−ik z

= eiωx1
Ax
Gx

sin((NB−1)z+ϕx )eiωx2

A y
Gy

sin(NB z+ϕy )eiωx3
cz
Gz e−ik z

=

� ∞
∑

n=−∞
einϕx Jn

�

ωx1

Ax

Gx

�

ein (NB−1)z

�

·

� ∞
∑

`=−∞
ei`ϕy J`

�

ωx2

A y

Gy

�

ei`NB z

�

·eiωx3
cz
Gz e−ik z

=
∞
∑

n=−∞

∞
∑

`=−∞

�

ei(nϕx+`ϕy )

· Jn

�

ωx1

Ax

Gx

�

J`

�

ωx2

A y

Gy

�

ei[n (NB−1)+`NB−k ]z
�

eiωx3
cz
Gz .

With this, (69) yields

P (ωx , k ) =
∑

n ,`∈Z

�

ei(nϕx+`ϕy ) Jn

�

ωx1

Ax

Gx

�

J`

�

ωx2

A y

Gy

�

·
1

2π

∫ π

−π
ei[n (NB−1)+`NB−k ]z dz

�

eiωx3
cz
Gz

=
∑

n ,`∈Z

�

ei(nϕx+`ϕy ) Jn

�

ωx1

Ax

Gx

�

J`

�

ωx2

A y

Gy

�

·δ(n (NB−1)+`NB ,k )

�

eiωx3
cz
Gz .

In particular, for ϕx =ϕy = 0, which should be cho-
sen, we obtain

P (ωx , k ) =

�

∑

n ,`∈Z
Jn

�

ωx1

Ax

Gx

�

J`

�

ωx2

A y

Gy

�

δ(n (NB−1)+`NB ,k )

�

·eiωx3
cz
Gz .

The next Lemma helps us to remove the double sum
in the mapping function P (ωx , k ).

Lemma 6.3. The constraint

n (NB −1) + `NB = k (70)

with n ,`, k ∈Z is fulfilled for the following line equation

�

n
`

�

=

�

−k
k

�

+λ

�

NB

1−NB

�

, (71)

with λ ∈Z.

Proof. To prove the lemma, we insert (71) into (70). This
yields

n (NB −1) + `NB = (−k +λNB )(NB −1) + (k −λ(NB −1))NB

=−k (NB −1) +k NB +λNB (NB −1)

−λ(NB −1)NB

= k .

Assuming NB ≥ 2, NB ∈ N, we need to show that only
λ ∈ Z guarantees that n ,` ∈ Z. For this, we consider
λ ∈Rwith λ= λ̂+β , β ∈ [0, 1] such that λ̂, n ,` ∈Z. Then
the following two constraints have to hold

n =−k + λ̂NB +βNB ∈Z, and

`= k − λ̂(NB −1)−β (NB −1) ∈Z.

By adding up both constraint we get

n + `= λ̂+β ∈Z.

For n ,`, λ̂ ∈ Z only β = 0 and β = 1 are valid solutions,
confirming that λ ∈Z.

Based on Lemma 6.3 the expression for P (ωx , k ) in
Lemma 6.2 can be rewritten in a simplified form:

Corollary 6.4. The mapping function P :R3×Z→C for
the two-dimensional FFP-Lissajous trajectory x FFP :R→
R3 is for ϕx =ϕy = 0 simplified to

P (ωx , k ) =

� ∞
∑

λ=−∞
J−k+λNB

�

ωx1

Ax

Gx

�

Jk−λ(NB−1)

�

ωx2

A y

Gy

�

�

·eiωx3
cz
Gz .

(72)

We now turn to the frequency representation of the
3D MPI system equation with two-dimensional exci-
tation. With the same arguments as in the proof of
Theorem 5.1 in (59), (60), (61) and additionally using
(−1)−k+λNB (−1)k−λ(NB−1) = (−1)λ, the 3D system function
in Fourier space is given by (66).

We now need to show that the components of ŝk (ωx ),
denoted as ŝνk (ωx ), are in L 1(R3). For this, we make use
of Lemma 4.11 and assume that |k |> 0. The estimate in
(38) is scale invariant with respect to G −T , β , Ax

Gx
,

A y

Gy
, and

Az
Gz

up to a constant factor. Additionally all factors can
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be combined into constants C1 > 0 and C2 > 0. Using
‖e−iωx3

αz ‖L∞ = 1 it can be shown that

‖ŝνk‖L 1

≤C1

∑

λ∈Z

∫

R3

| L̂ ν(ωx )J−k+λNB
(ωx1
)Jk−λ(NB−1)(ωx2

)|dωx

≤C2

∑

λ∈Z

1

max(1, |k −λNB |
4
3 )max(1, |k −λ(NB −1)| 43 )

<∞.

We used that for |k |> 0 there is no λ ∈Z such that −k +
λNB = 0 and k −λ(NB −1) = 0. For k = 0, by arguments
that the measured voltage signal is zero mean, we may
set s0(x ) = 0 and ŝ0(ωx ) = 0. This shows that the series
is well defined and that the system function ŝk (ωx ) is
in L 1(R3), which makes it possible to define the inverse
Fourier transform.

Observing, that the terms in the series expansion
(66) are similar to â 2D

ν (ωx ) in Lemma 4.13 up to factors
(−1)λ+1iωk and using that the Fourier transform is a lin-
ear operator, we can perform the inverse Fourier trans-
form of ŝk (ωx ) and calculate

sk (x ) =
∑

λ∈Z

(−i)λ+1ωk

π2

sgn(Ax A y )

sgn(Gx Gy )

·
∫

R2





∂ 2

∂ z1∂ z2
L



βG





z1

z2

x3−
cz
Gz













z1=x1−u1

z2=x2−u2

·V−k+λNB

�

Gx

Ax
u1

�

Vk−λ(NB−1)

�

Gy

A y
u2

�

du1 du2.

This finally confirms (64), and the proof of Theorem 6.1
is finished. Note that, from a mathematical point of view,
cz = 0 is a useful choice.

VII. Fourier representation for
three-dimensional Lissajous
trajectories

We start with the definition of three-dimensional Lis-
sajous FFP-trajectories:

Definition. Let NB ∈N be a frequency divider with NB ≥
2 and let fB be an arbitrary basis frequency of our MPI
scanner. Then the excitation frequencies are chosen in
such a way that fx =

fB
NB

, fy =
fB

NB−1 , and fz =
fB

NB+1 . The
drive field then has the form

H D (t ) =





−Ax sin(ωx t +ϕx )
−A y sin(ωy t +ϕy )
−Az sin(ωz t +ϕz )



 , (73)

where ωx ,y ,z = 2π fx ,y ,z denote the angular frequencies,
Ax , A y , Az are the amplitudes, and ϕx ,ϕy ,ϕz are the

phase shifts. The homogeneous selection field H S (x ) =G x
of the MPI scanner has a gradient matrix G ∈R3×3 as in
(50).

Similar to (51) and (63), the position of the FFP is
given by

x FFP (t ) =−G −1H D (t ),

where the position of the FFP x FFP (t ) now has the period
length

TD =



















(NB +1)NB (NB −1)
fB

for NB even

(NB +1)NB (NB −1)
2 fB

for NB odd.

(74)

Next, we introduce some auxiliary parameters that
help us to obtain compact expressions, because the num-
ber of parameters is growing dramatically in the three
dimensional case.

Definition. Let

n (k ,λ1,λ2) =











(λ1+2λ2)NB −k if NB even, k even,

(λ1+2λ2+1)NB −k if NB even, k odd,

(λ1+λ2)NB −2k if NB odd,

m (k ,λ1,λ2) =



























k
2 − (λ1+λ2)(NB −1) if NB even,

k even,
k
2 − (λ1+λ2+

1
2 )(NB −1) if NB even,

k odd

k − (λ1+
λ2
2 )(NB −1) if NB odd,

`(k ,λ2) =











k
2 −λ2(NB +1) if NB even, k even,
k
2 − (λ2+

1
2 )(NB +1) if NB even, k odd,

k − λ2
2 (NB +1) if NB odd.

(75)

Given the above definitions, we can now formulate
the following theorem for three-dimensional Lissajous-
FFP trajectory based MPI:

Theorem 7.1. The Fourier series coefficients sk :R3→C3

of the MPI system function for a three-dimensional Lis-
sajous FFP-trajectory with the phase offsets ϕx = ϕy =
ϕz = 0 and k ∈Z\{0} can be expressed in terms of tensor
products of V` :R→R convolved along the spatial dimen-
sions with the spatial derivative of the Langevin function
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L :R3→R3 by

sk (x ) =
∑

λ1,λ2∈Z

(−i)λ1+1ωk

π3

sgn(Ax A y Az )

sgn(Gx Gy Gz )
∫

R3

�

∂ 3

∂ z1∂ z2∂ z3
L
�

βGx z1,βGy z2,βGz z3

�

�

z1=x1−u1

z2=x2−u2

z3=x3−u3

·Vn (k ,λ1,λ2)

�

Gx

Ax
u1

�

Vm (k ,λ1,λ2)

�

Gy

A y
u2

�

·V`(k ,λ2)

�

Gz

Az
u3

�

du ,

(76)
where

Vn (x ) =

(

rect
�

x
2

�

�

−U|n |−1(x )
p

1−x 2

|n |

�

if |n |> 0
π
2 sgn(x +1)− rect

�

x
2

�

arccos(x ) if n = 0
(77)

and Un−1(x ) denotes the Chebyshev polynomial of second
kind and order n −1.

Equivalently, the spatial Fourier domain representa-
tion of sk (x ) can be expressed by

ŝk (ωx ) =
∑

λ1,λ2∈Z

(−1)λ1+1iωk

|det(βG )|
L̂
�

ωx1

βGx
,
ωx2

βGy
,
ωx3

βGz

�

· Jn (k ,λ1,λ2)

�

ωx1

Ax

Gx

�

Jm (k ,λ1,λ2)

�

ωx2

A y

Gy

�

· J`(k ,λ2)

�

ωx3

Az

Gz

�

,

(78)
where Jn (ωx ) denotes the n-th Bessel function of first kind
and L̂ :R3→C3 is given by

L̂ (ωx ) =−4π2i
(π‖ωx ‖+1)eπ‖ωx ‖−1

‖ωx ‖2 (eπ‖ωx ‖−1)2
ωx

‖ωx ‖
. (79)

For k = 0 it holds that s0(x ) = 0 and ŝ0(ωx ) = 0.

The proof of the above theorem is given in several
steps. First, we state the manifold constraint on vari-
ables m , n ,`, k , NB ,λ1,λ2, and then we derive the map-
ping function P (ωx , k ).

Lemma 7.2. In three dimensional MPI there are two dif-
ferent manifold constrains, depending on NB ∈ N and
k ∈Z for n , m ,` ∈Zwith λ1,λ2 ∈Z

1. If NB is even, the constraint

k = (NB +1)(NB −1)n +NB (NB +1)m +NB (NB −1)`

is fulfilled for k even by the line equation





n
m
`



=





−k
k
2
k
2



+λ1





NB

−(NB −1)
0



+λ2





2NB

−(NB −1)
−(NB +1)



 ,

(80)

and for k odd we have





n
m
`



=





−k
k
2
k
2



+λ1





NB

−(NB −1)
0





+
�

λ2+
1

2

�





2NB

−(NB −1)
−(NB +1)



 .

(81)

2. If NB is odd, the constraint

2k = (NB +1)(NB −1)n +NB (NB +1)m +NB (NB −1)`

is fulfilled by





n
m
`



=





−2k
k
k



+λ1





NB

−(NB −1)
0



+
λ2

2





2NB

−(NB −1)
−(NB +1)



 .

(82)

Because the proof is quite technical and long, the
reader is directed to Appendix D for the proof.

Lemma 7.3. The mapping function P :R3×Z→C for the
three-dimensional FFP-Lissajous trajectory x FFP :R→R3

is given by

P (ωx , k ) =
∑

λ1,λ2∈Z
Jn (k ,λ1,λ2)

�

ωx1

Ax

Gx

�

Jm (k ,λ1,λ2)

�

ωx2

A y

Gy

�

·J`(k ,λ2)

�

ωx3

Az

Gz

�

·ei(n (k ,λ1,λ2)ϕx+m (k ,λ1,λ2)ϕy+`(k ,λ2)ϕz ).

(83)

Proof. For an even NB we have

P (ωx , k ) =
1

2π

∑

n ,m ,`∈Z

�

ei(nϕx+mϕy+`ϕz )

Jn

�

ωx1

Ax

Gx

�

Jm

�

ωx2

A y

Gy

�

J`

�

ωx3

Az

Gz

�

∫ π

−π
ei[n (NB−1)(NB+1)+mNB (NB+1)+`NB (NB−1)−k ]z dz

�

=
∑

n ,m ,`∈Z

�

ei(nϕx+mϕy+`ϕz )

Jn

�

ωx1

Ax

Gx

�

Jm

�

ωx2

A y

Gy

�

J`

�

ωx3

Az

Gz

�

δ(n (NB+1)(NB−1)+mNB (NB+1)+`NB (NB−1),k )

�

,

whereas for an odd NB we obtain

P (ωx , k ) =
∑

n ,m ,`∈Z

�

ei(nϕx+mϕy+`ϕz )

Jn

�

ωx1

Ax

Gx

�

Jm

�

ωx2

A y

Gy

�

J`

�

ωx3

Az

Gz

�

δ((n (NB+1)(NB−1)+mNB (NB+1)+`NB (NB−1)),2k )
�

.
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To simplify the expression, we choose the phase offsets
to beϕx =ϕy =ϕz = 0 in the following. The argument of
the Kronecker symbol follows the constraints in Lemma
7.2.

The correctness of the frequency-domain represen-
tation in (78) can be observed using the same ar-
guments as in the proof of Theorem 5.1 (see (59),
(60), (61)) while using the additional relationship
(−1)n (k ,λ1,λ2)+m (k ,λ1,λ2)+`(k ,λ2) = (−1)λ1 .

Making use of Lemma 4.11 and assuming that |k |> 0,
we can give an upper bound for the L 1-norm of ŝνk (ωx ).
By combining all factors into a constant C2 > 0, it can be
shown that

‖ŝνk‖L 1 ≤C2

∑

λ1,λ2∈Z

1

max(1, |n (λ1,λ2, k )| 43 )

·
1

max(1, |`(λ2, k )| 43 )max(1, |m (λ1,λ2, k )| 43 )
<∞,

where we used the fact that for k > 0 there are no λ1,λ2 ∈
Z such that |`(λ2, k )| = |m (λ1,λ2, k )| = |n (λ1,λ2, k )| = 0.
Similar to the 2D case, by assuming a zero mean volt-
age signal, we may set s0(x ) = 0 and ŝ0(ωx ) = 0. Thus,
altogether, the series is well defined and the system func-
tion ŝk (ωx ) is in L 1(R3), so that an inverse Fourier trans-
form exists. Analog to Section VI, we can make use of
Lemma 4.13 and obtain for the inverse Fourier transform
of ŝk (ωx ) the expression in (76). Thus, Theorem 7.1 is
finally proven.

VIII. Numerical Evaluation
We evaluated the two-dimensional excitation model
from Section VI for the system function on the x -receive
channel. To approximate the infinite series in (64) we
calculated

λ∗ = arg min
λ

|k −λNB |+ |k −λ(NB −1)|

corresponding to the minimal mixing order and then

sk (x )≈
60+λ∗
∑

λ=−60+λ∗

(−i)λ+1ωk

π2

∫

R2





∂ 2

∂ z1∂ z2
L



βG





z1

z2

x3−
cz
Gz













z1=x1−u1

z2=x2−u2

·

V−k+λNB

�

Gx

Ax
u1

�

Vk−λ(NB−1)

�

Gy

A y
u2

�

du1 du2.

(84)
Table 1 defines all additional simulation parameters.

For the simulation of the temporal model in (7), we sam-
pled along the temporal dimension with the sampling

Table 1: Parameters inside the numerical validation

Parameter Value
Vacuum permeability µ0 4π ·10−7 H/m
Boltzmann constant kB 1.380649 ·10−23 J/K

Particle
Particle core diameter D 30 nm
Particle core volume Vc

π
6 D 3

Temperature T 293 K
Sat. magnetization Mc 474000 J/m3/T

β µ0Vc Mc
kB T

Scanner Parameter
Gradient strength G{x ,y } 1 T/m/µ0

Gz −2 T/m/µ0

Excitation amplitudes A{x ,y } 0.0125 T/µ0

Excitation frequencies fx 2.5/96 ·106 Hz
fy 2.5/93 ·106 Hz

FFP Duration TD 1.1904 ·10−3 s
Simulation

FOV [−12.5, 12.5]2 mm2

Area in simulation [−32.5, 32.5]2 mm2

Temporal sampling ∆t 2 ·10−7 s
Spatial sampling ∆1 xi 6.36 ·10−2 mm

∆2 xi 7.95 ·10−3 mm
Max. frequency index kmax 1000

distance∆t for one period of the FFP trajectory, result-
ing in 6001 taps. In a next step, we approximated the fre-
quency components by using the discrete Fourier trans-
form s FFT

k (x n ), where only frequencies up to k = 1000
were included. The spatial sampling for the temporal
model was performed with the spatial sampling distance
∆1 xi , resulting in a grid of size 365× 365 in the field of
view (FOV).

The frequency model (84) (s approx
k (x `)) was simulated

up to k = 1000 with the spatial sampling distance∆2 xi ,
which was an 8 times finer grid than for sampling with
∆1 xi . This was done to reduce the errors due to the dis-
cretization of the convolution integral in (84). The convo-
lution was simulated in the range of [−32.5, 32.5]2 mm2.
This helped us to avoid errors at the boundaries of the
FOV in the simulation. Afterwards, we downsampled
and cropped the area of our approximation so that the
new model s approx

k (x n )was matched to s FFT
k (x n ).

Last but not least, we simulated also the spatial fre-
quency model (66) using the two-dimensional Fourier
transform of the Langevin function from Appendix E.
Spatial frequencies were considered in the range of
±7860.3 cycles/m in each dimension. The model was
discretized to 6133×6133 sampling points. Afterwards,
we transformed the approximation back into the spa-
tial domain and matched the spatial positions against
s FFT

k (x ).
To obtain an objective quality criterion, we calculated

the average relative error with respect to the temporal
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Figure 1: The mean relative error (rel. error) of the frequency
components for the frequency model (66) and the spatial
model (84) with respect to s FFT

k (x n ) derived from the tempo-
ral model (7).

model (7) for the other two models:

MeRE(k ) =

√

√

√

√

∑

n

�

�s FFT
k (x n )− s approx

k (x n )
�

�

2

∑

n

�

�s FFT
k (x n )

�

�

2 ,

where s approx
k (x n ) either stems from the model (84) or

from (66). In Figure 1 we show the results for all k up
to k = 1000 in dB. It can be noticed that the errors for
both models are generally quite small. They usually
range between -100 and -40 dB. The relative error (rel.
error) increases as the temporal frequency index k in-
creases. It turned out that the simulation of the frequency
model generally had a much lower relative error than the
simulated convolution with the Chebyshev polynomi-
als in the spatial domain. The reason lies in the high
oscillation of the terms Un (x )

p
1− x 2 for large n . It was

found that some frequency components of the frequency
model have a high relative error, especially the compo-
nent k = 31. The main reason is the singularity at the
spatial frequencyωx = 0. Overall, the simulations vali-
date our calculations and show that the temporal, spatial,
and frequency models are equivalent.

IX. Conclusions

In this article, a Fourier analysis of physical MPI models
that are based on the Langevin theory of paramagnetism
has been presented. The developed mathematical de-
scriptions provides new insights into the MPI imaging
process. Possibly, also new reconstruction methods that
work on the basis of Bessel functions of first kind can be
developed from the presented results. To illustrate and
verify the obtained expressions, simulations have been
carried out.

While the results for the one-, two-, and -three-
dimensional cases have been presented separately, it
is also possible to derive the lower-dimensional cases
from the three-dimensional one by setting A y and/or
Az to zero and using the fact that J`(0) = δ`,0. However,
when keeping the period length TD in (74) also for the
one- and two-dimensional FFP-trajectories, several fre-
quency components ŝk (ωx ) and sk (x )will become sys-
tematically zero, because TD will contain multiple peri-
ods of the lower-dimensional trajectories. The separate
presentations in Sections V and VI are therefore more
compact.

Although the formulations developed in this work are
based on a quite simplified model of MPI, they help us to
consolidate the mathematical description of MPI. Many
observed phenomena in MPI can be explained or proven
using this model. For example, the formulation helps to
validate reconstruction strategies based on Chebyshev
polynomials and matrix compression strategies [22–25]
and explains frequency mixing between spatial and tem-
poral frequencies. Still, many physically relevant aspects
are not captured by this model, such as relaxation effects,
inhomogeneous magnetic fields, and the fact that the
SPIO’s diameters in a probe are polydisperse rather than
monodisperse. Future work can be directed toward ex-
tending the developed model to some of these points.
It also seems very important to examine the function
P (ωx , k ) in (11) for different FFP-trajectories, because
this function plays a central role in the mapping between
spatial and temporal frequencies (10).
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Appendix A:
Proof of Lemma 4.1. The uniform convergence of the se-
ries (18) can be shown with help of the gamma function
Γ :C→C, which is an extension of the factorial function
to complex values.

The gamma function is given by

Γ (z ) =

∫ ∞

0

t z−1e−t dt ,

and based on this, the digamma function is defined as

ψ(z ) =
d

dz
ln (Γ (z )) =

Γ ′(z )
Γ (z )

.
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The digamma function has the following properties [13]:

ψ(1− z )−ψ(z ) =πcot(πz )

ψ(z +1)−ψ(z ) =
1

z
.

Using these formulas and subtracting the first from the
second equation results in

ψ(1− z )−ψ(z +1) =πcot(πz )−
1

z
. (85)

If we now use as complex argument z = ix
π (x ∈R) and

multiply (85) with the factor i
π we get the following rep-

resentation for the Langevin function:

L (x ) = coth(x )−
1

x
= i cot(ix )−

1

x
=

i

π

�

πcot(ix ) +
iπ

x

�

=
i

π

�

πcot
�

π
ix

π

�

−
π

ix

�

=
i

π

�

ψ

�

1−
ix

π

�

−ψ
�

ix

π
+1

��

.

(86)
The digamma function can be expressed by the series
expansion [13]:

ψ(z +1) =−γ+
∞
∑

k=1

z

k (k + z )
, z 6=−1,−2,−3, . . . . (87)

By inserting (87) into (86) we get

L (x ) =
i

π

�

−γ+
∞
∑

k=1

− ix
π

k (k − ix
π )
+γ−

∞
∑

k=1

ix
π

k (k + ix
π )

�

=
i

π

�∞
∑

k=1

− ix
π

k (k − ix
π )
−
∞
∑

k=1

ix
π

k (k + ix
π )

�

=
i

π

�

−
ix

π

�∞
∑

k=1

1

k (k − ix
π )
+
∞
∑

k=1

1

k (k + ix
π )

��

.

(88)

We now use the pointwise convergence toL (x ) in the
further derivation of the series expansion. Pointwise con-
vergence is given, because for fixed x , the series in (88)
are absolutely convergent. This can easily be proved,
since | 1

k (k±ix/π) | = O (
1

k 2 ) and for such a term a series is
absolutely convergent and allows for combining the two
series into one:

L (x ) =
x

π2

�∞
∑

k=1

1

k (k − ix
π )
+
∞
∑

k=1

1

k (k + ix
π )

�

=
x

π2

∞
∑

k=1

�

1

k (k − ix
π )
+

1

k (k + ix
π )

�

=
x

π2

∞
∑

k=1

k + ix
π +k − ix

π

k
�

k − ix
π

� �

k + ix
π

� =
∞
∑

k=1

2x

π2k 2+ x 2
.

(89)

Additionally, the series is also uniformly convergent on
every finite closed interval Ω = [−α,α] with α ∈ R. We

prove this by the Weierstrass M -test:

∀k ∈N ∀x ∈Ω ∃ck > 0 :

| fk (x )| ≤ ck ∧
∞
∑

k=1

ck <∞

⇒
∞
∑

k=1

fk (x ) is uniformly convergent.

Now let fk (x ) =
2x

π2k 2+x 2 . Then, due to the antisymmetry
fk (x ) = − fk (−x ), it is sufficient to find the maximizer
xmax ∈ [0,α]. The function term fk (x ) and its derivatives
are

fk (x ) =
2x

π2k 2+ x 2
, f ′k (x ) =

2
�

π2k 2− x 2
�

(π2k 2+ x 2)2
,

f ′′k (x ) =
4x

�

x 2−3π2k 2
�

(π2k 2+ x 2)3
.

For k ≤ K − 1 ≤ απ < K , the maximizer on the inter-
val [0,α] of

�

� fk (x )
�

� is x k
max = πk . This can be checked

by observing that | f ′k (x
k
max)| = 0 and f ′′k (x

k
max) =

−1
π4k 4 < 0.

For k ≥ K it can be verified that for all τ ∈ [0,α] we
have f ′(τ)> 0. It follows that the continuous function is
strictly increasing on the interval and that the maximal
value is reached on the right boundary of the interval:
x k

max =α. This gives us the inequality

∞
∑

k=1

| fk (x )|=
K −1
∑

k=1

| fk (x )|+
∞
∑

k=K

| fk (x )|

≤
K −1
∑

k=1

2

πk
+
∞
∑

k=K

2α

π2k 2+α2

< c +2α
∞
∑

k=1

1

π2k 2+α2
with c ∈R

< c +2
α

π2

∞
∑

k=1

1

k 2
= c +

α

3
<∞.

The Weierstrass M -test is fulfilled and it follows that the
series is uniformly convergent. Due the pointwise con-
vergence in (89) it is uniformly convergent toL (x ) on
every arbitrary finite interval on R.

Appendix B:

Proof of Lemma 4.8. Without loss of generality, we only
consider L̂ 1(ωx ) in this proof, as the other components
follow equivalently.

Utilizing the integration in spherical coordinates

ωx (s ,ϕ,θ ) =





ωx1

ωx2

ωx3



=





s sin(θ )cos(ϕ)
s sin(θ )sin(ϕ)

s cos(θ )
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for all `, m , n ∈N0 it holds that
∫

R3

�

�

�ω`x1
ωm

x2
ωn

x3
L̂ 1(ωx )

�

�

� dωx

=

∫ ∞

0

∫ π

0

∫ 2π

0

�

�s `+m+n sin`+m (θ )cos`(ϕ)sinm (ϕ)

· cosn (θ )L̂ 1

�

ωx (s ,ϕ,θ )
��

�s 2 sin(θ ) dϕ dθ ds .

Inserting

L̂ 1

�

ωx (s ,ϕ,θ )
�

= iΛ′3(s )sin(θ )cos(ϕ),

where we use that ‖ωx (s ,ϕ,θ )‖= s , we get
∫

R3

�

�

�ω`x1
ωm

x2
ωn

x3
L̂ 1(ωx )

�

�

� dωx

=

∫ ∞

0

∫ π

0

∫ 2π

0

�

�s `+m+n sin`+m+1(θ )cos`+1(ϕ)sinm (ϕ)

· cosn (θ )Λ′3(s )
�

�s 2 sin(θ ) dϕ dθ ds .

Using the inequalities |cos(x )| ≤ 1 and |sin(x )| ≤ 1,
which hold for all x ∈R, an upper bound for the integral
can be given as follows:

∫

R3

�

�

�ω`x1
ωm

x2
ωn

x3
L̂ 1(ωx )

�

�

� dωx

≤
∫ ∞

0

∫ π

0

∫ 2π

0

�

�s `+m+n Λ′3(s )
�

�s 2 sin(θ ) dϕ dθ ds

= 4π

∫ ∞

0

�

�s `+m+n Λ′3(s )
�

�s 2 ds .

The calculations for ν ∈ {1,2,3} follow equivalently.
We now have to verify for L̂ ν(ωx ) ∈ L 1(R3) that
�

�s `+m+n+2Λ′3(s )
�

� is absolutely integrable. We first obtain
∫ ∞

0

�

�s `+m+n+2Λ′3(s )
�

� ds

=4π2

∫ ∞

0

�

�

�

�

s `+m+n (πs +1)eπs −1

(eπs −1)2

�

�

�

�

ds

=4π2

∫ ∞

0

�

�

�

�

s `+m+n ((πs +1)−e−πs )eπs

e2πs (1−e−πs )2

�

�

�

�

ds

=4π2

∫ ∞

0

�

�

�

�

s `+m+n ((πs +1)−e−πs )e−πs

(1−e−πs )2

�

�

�

�

ds .

(90)

To simplify the problem, we define µ = `+m + n and
investigate under which constraints onµ≥ 1 the function

F (s ) =







sµ (πs +1−e−πs )e−πs

(1−e−πs )2
, s ≥ 0

0, s < 0

is in L 1(R). We first aim to find some bounds and limits
for F (s ), given µ≥ 1 and s ≥ 0. Using L’Hospital’s rule, it
is straightforward to show that

lim
s→0+

F (s ) = 2
δ(µ,1)

π
,

where δ(µ,1) denotes the Kronecker delta. This means
that the value at zero is well defined. Next, we rewrite
F (s ) for s > 0 as

F (s ) =
sµ

1−e−πs

� πs

1−e−πs
+1

�

e−πs , s > 0

and observe that F (s )> 0 for all s > 0. To obtain an upper
bound on F (s ), let us start with the inequality

πs +1< eπs .

By multiplying this expression with e−πs and changing
the order we get

e−πs (πs +1)< 1

0< 1−πs e−πs −e−πs

πs <πs +1−πs e−πs −e−πs = (πs +1)(1−e−πs )
πs

(1−e−πs )
<πs +1,

which holds for all s > 0. Finally, we obtain the upper
bound

F (s )<
1

π
sµ−1(πs +1) (πs +2)e−πs

<
1

π
(πs +2)µ+1e−πs .

Now we prove that F (s ) ∈ L 1(R) for µ ≥ 1. Using the
upper bound, we have

∫ ∞

−∞
|F (s )| ds <

1

π

∫ ∞

0

(πs +2)(µ+1) e−πs ds .

The substitution z =πs +2 yields

∫ ∞

−∞
|F (s )| ds <

1

π

∫ ∞

2

z µ+1e−(z−2) dz

π

=
e2

π2

∫ ∞

2

zµ+1e−z dz

≤
e2

π2

∫ ∞

0

zµ+1e−z dz =
e2Γ

�

µ+2
�

π2
<∞.

Thus, F (s ) ∈ L 1(R) for all µ≥ 1. Now, let us consider the
original problem (90). From F (s ) ∈ L 1(R) for all µ ≥ 1,
we can conclude that for µ = m + n + ` ≥ 1 we have
ω`x1
ωm

x2
ωn

x3
L̂ ν(ωx ) ∈ L 1(R3).

Appendix C:
Proof of Lemma 4.12. We aim to prove the convolution
correspondence in Lemma 4.12, which helps us to unify
the notation in this work. First, we rewrite the left term
in (44) with

v0

�

x
α

�

= rect
�

x
2α

� T0

� x
α

�

È

1−
� x
α

�2 , α 6= 0
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from (35) as
∫ ∞

−∞
F (x − y )

1

|α|
rect

� y

2α

� 1
Ç

1−
� y
α

�2
dy

=

∫ |α|

−|α|
F (x − y )

1

|α|
1

Ç

1−
� y
α

�2
d y

Partial integration yields
∫ |α|

−|α|
F (x − y )

1

|α|
1

Ç

1−
� y
α

�2
d y

= F (x − y )
α

|α|
arcsin

� y

α

�

�

�

�

�

|α|

−|α|

+

∫ |α|

−|α|
f (x − y )

α

|α|
arcsin

� y

α

�

d y

=
π

2
(F (x − |α|) + F (x + |α|))

+

∫ |α|

−|α|
f (x − y )

α

|α|
arcsin

� y

α

�

d y .

(91)

Now notice that because of limx→±∞ F (x ) =±c with c ∈
R and F (x ) ∈ L∞(R), it holds that
∫ ∞

−∞
f (x −τ)sgn(τ− y ) dτ

=

∫ ∞

y

f (x −τ)dτ−
∫ y

−∞
f (x −τ)dτ

=−F (x −τ)
�

�

�

∞

τ=y
+ F (x −τ)

�

�

�

y

τ=−∞

= 2F (x − y )− lim
τ→∞

[F (x −τ) + F (x +τ)]
︸ ︷︷ ︸

=0

= 2F (x − y ).

Using this relationship inside the convolution integral
in (91), we get

∫ ∞

−∞
F (x − y )

1

|α|
v0

� y

α

�

d y

=

∫ ∞

−∞
f (x − y )

�

π

4
(sgn(y − |α|) + sgn(y + |α|))

+ rect
� y

2α

� α

|α|
arcsin

� y

α

�

�

dy .

The term
π

4

�

sgn(y − |α|) + sgn(y + |α|)
�

+ rect
� y

2α

� α

|α|
arcsin

� y

α

�

is is equivalent to

1

sgn(α)

�π

2
sgn

� y

α
+1

�

− rect
� y

2α

�

arccos
� y

α

��

=
1

sgn(α)
V0

� y

α

�

with sgn(α) = α
|α| =

|α|
α . Thus, we have obtained the ex-

pression on the right-hand side of (44).

Appendix D:

Proof of Lemma 7.2. We aim to prove the constraints
on n , m ,` for three-dimensional MPI formulated in
Lemma 7.2. For this, we need to distinguish between
different cases.

Case 1: NB even The following manifold condi-
tion has to hold:

k =
�

(NB +1)(NB −1), NB (NB +1), NB (NB −1)
�





n
m
`





(92)
with k ,`, m , n ∈Z. This constraint means that all points
(m , n ,`) are lying on a plane inside a three-dimensional
space. We can verify that





n
m
`



=





−k
k
2
k
2



+λ1





NB

−(NB −1)
0





+ (λ2+α)





2NB

−(NB −1)
−(NB +1)





(93)

with α ∈
�

0, 1
2

	

and λ1,λ2 ∈Z is a valid solution that ful-
fills (92) by inserting (93) into (92):

�

(NB +1)(NB −1), NB (NB +1), NB (NB −1)
�





n
m
`





=−k (NB +1)(NB −1) +
k

2
NB (NB +1) +

k

2
NB (NB −1)

+λ1 ((NB +1)(NB −1)NB +NB (NB +1)(−(NB −1)))
︸ ︷︷ ︸

=0

+ (λ2+α)
�

(NB +1)(NB −1)2NB

+NB (NB +1)(−(NB −1)) +NB (NB −1)(−(NB +1))
�

=−k (N 2
B −1) +

k

2
(N 2

B +NB ) +
k

2
(N 2

B −NB )
︸ ︷︷ ︸

=k

+ (λ2+α)
�

(N 2
B −1)2NB − (N 2

B −1)NB −NB (N
2

B −1)
�

︸ ︷︷ ︸

=0

=k .

This means that the constraint (92) is fulfilled for both
even and odd k in (80) and (81), respectively. According
to (93), for even k andα= 0 as well as for odd k andα= 1

2 ,
we have λ1,λ2 ∈Z and n , m ,` ∈Z. The general case with
λi ∈R can be expressed as λi = λ̃i +βi with λ̃i ∈ Z and
βi ∈ (0, 1). Now, we differentiate between k ∈Z even and
odd.

1. k even and α= 0: It is sufficient to check for which

10.18416/ijmpi.2019.1912001 © 2019 Infinite Science Publishing

http://dx.doi.org/10.18416/ijmpi.2019.1912001
http://dx.doi.org/10.18416/ijmpi.2019.1912001


International Journal on Magnetic Particle Imaging 19

βi the following constraints are fulfilled:

(β1+2β2)NB ∈Z, (94)

− (β1+β2)(NB −1) ∈Z, (95)

−β2(NB +1) ∈Z. (96)

By adding up (94) and (95) and rearranging the ob-
tained equation we get

β1+β2(NB +1)
︸ ︷︷ ︸

by (96)∈Z

∈Z. (97)

Consequently, only β1 = 0 or β1 = 1 are valid so-
lutions. By subtracting (96) from (95) and setting
β1 = 0 we get

2β2 ∈Z, (98)

which only allows a solution with β2 ∈ {0, 1
2 , 1}.

Utilizing that NB is even, we have β2NB ∈ Z and
consequently we get from (96)

−β2(NB +1) =−β2NB −β2 ∈Z⇒−β2 ∈Z.

This means that β2 = 0 or β2 = 1 are the only valid
solutions. Therefore, there is no β1,β2 ∈ (0,1) such
that n , m ,` ∈Z.

2. k odd and α= 1
2 : Here, using that NB

2 ∈ Z, (93) re-

sults in the following constraints:

(β1+2β2)NB ∈Z (99)

− (β1+β2)(NB −1) ∈Z (100)

−β2(NB +1) ∈Z. (101)

These are exactly the same constraints as (94), (95),
and (96). Consequently, the constraints on β1 and
β2 are also the same.

Case 2: NB odd To derive the manifold conditions
for the case where NB is odd, we set

2k =
�

(NB +1)(NB −1), NB (NB +1), NB (NB −1)
�





n
m
`



 .

(102)
It can easily be shown that a possible solution is given for
n =−2k , m = k and `= k . The basis vectors are the same
as for even NB , and we can write the possible solutions
as





n
m
`



=





−2k
k
k



+λ1





NB

−(NB −1)
0



+
λ2

2





2NB

−(NB −1)
−(NB +1)



 .

The fact that λ1,λ2 ∈Z holds can be concluded from the
three constraints

(λ1+λ2)NB ∈Z, (103)

−
�

λ1+
λ2

2

�

(NB −1) ∈Z, (104)

−
λ2

2
(NB +1) ∈Z. (105)

By adding up (103) and (104) and rearranging the ob-
tained equation we get

(NB +1)
λ2

2
︸ ︷︷ ︸

∈Z due to (105)

+λ1 ∈Z.

Consequently, λ1 ∈ Z. By subtracting (105) from (104)
and setting λ1 = 0 we get

λ2 ∈Z.

Appendix E:

In the following, the two-dimensional Fourier transforms
of `n : R2→ R with `n(x ) =Ln(‖x ‖) andL : R2→ R are
calculated, and it is shown how they can be treated nu-
merically. To simplify the calculations, we use the Hankel
transform, which is closely related to the n-dimensional
Fourier transform of rotational invariant functions [26].
The Hankel transform with order µ > − 1

2 of a function
g :R+→R is defined as

gµ(s ) =Hµ

�

g (r )
�

=

∫ ∞

0

Jµ(s r )g (r )r dr,

where Jµ(s ) denotes the µ-th Bessel function of first kind.
Now let f :Rn →R be a rotational invariant function, so
that

f (x ) = F (‖x ‖) = F (r ),

where F :R+→R denotes a one-dimensional function.
Then we have for the Fourier transform

f̂ (ωx ) = F̂n (s ) = F̂n (‖ωx ‖)

with

F̂n (s ) = (2π)
n
2 s−

n−2
2 H n−2

2

�

r
n−2

2 F (r )
�

.

For the special case of n = 2 we state the expressions
explicitly. For n = 2 we obtain

F̂2(s ) = 2πH0 [F (r )] = 2π

∫ ∞

0

J0(s r )F (r )r dr,
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where the zeroth order Hankel transform ofLn(r ) reads

H0 [Ln(r )] =H0

�∞
∑

k=1

2

k 2π2+ r 2

�

=
∞
∑

k=1

H0

�

2

k 2π2+ r 2

�

=
∞
∑

k=1

2K0(kπs ) = 2
∞
∑

k=1

∫ ∞

0

e−kπs cosh(t ) dt

= 2

∫ ∞

0

∞
∑

k=1

e−kπs cosh(t ) dt

=

∫ ∞

0

2

eπs cosh(t )−1
dt

with K0(kπs ) being the modified Bessel function of sec-
ond kind.

Finally, we use the above result to state the rotation-
invariant Fourier transforms of Ln(r ) with r = ‖x ‖ in
two-dimensions. For the 2D case, we have

L̂n(ωx ) =Λ2(s ) = 4π

∫ ∞

0

1

eπs cosh(t )−1
dt (106)

with s = ‖ωx ‖.
The 2D Fourier transform of the 2D Langevin function

is the derivative of (106), multiplied by the normalized
vector ωx

‖ωx ‖ :

L̂ (ωx ) = iΛ′2(‖ωx ‖)
ωx

‖ωx ‖

= −4π2i

�∫ ∞

0

cosh(t )eπ‖ωx ‖cosh(t )

(eπ‖ωx ‖cosh(t )−1)2
dt

�

ωx

‖ωx ‖

=
−π2iωx

‖ωx ‖

�∫ ∞

0

cosh(t )csch2
�π

2
‖ωx ‖cosh(t )

�

dt

�

,

where csch(x ) = 1
sinh(x ) denotes the hyperbolic cosecant.

The last formula can be reformulated by different substi-
tutions. The following two should be noted:

1. The substitution t = tanh−1(z ) yields

L̂ (ωx ) =
−π2iωx

‖ωx ‖

∫ 1

0

csch2
�

1
2π‖ωx ‖p

1−z 2

�

(1− z 2)
3
2

dz .

2. Using the substitution z = sin(u ), we obtain

L̂ (ωx ) =
−π2iωx

‖ωx ‖

∫
π
2

0

csch2
�

π‖ωx ‖
2 cos(u )

�

cos2(u )
du

=
−π2iωx

‖ωx ‖3

∫
π
2

0

�

‖ωx ‖csch
�π

2
‖ωx ‖sec(u )

�

·

sec(u )

�2

du ,

(107)
where sec(u ) = 1

cos(u ) .

Equation (107) is quite comfortable for numerical inte-
gration, because the integrand

i (‖ωx ‖, u ) =
�

csch
�π

2
‖ωx ‖sec(u )

�

sec(u )
�2

is fully defined for all ‖ωx ‖ 6= 0. It can be shown that

lim
u+→ π

2

i (‖ωx ‖, u ) = 0

is the only point singularity on the finite interval
�

0, π2
�

,
which can be continuously removed. The other formu-
lations have either a non-closed infinite interval, a non-
removable singularity at the boundary of the interval, or
even both. Moreover, for the numerical integration it is
helpful to remove the singularity at ‖ωx ‖ = 0 by multi-
plying with ‖ωx ‖2. This corresponds to a second-order
singularity in the integrand i (‖ωx ‖, u ), which leads to

lim
‖ωx ‖→0

‖ωx ‖2
2i (‖ωx ‖, u ) =

4

π2
.
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