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Abstract—We propose a new design structure for the M -
band dual-tree wavelet transform based on the idea of using
cosine-sine modulated filter banks. The filter coefficients for the
real and imaginary parts of the transform will be computed
by using cosine- and sine-modulated filter banks, respectively.
In the proposed structure, the zero-delay and maximum-delay
matrices calculated for the cosine-modulated filter banks will be
extended for sine-modulated filter banks with a few sign changes.
Furthermore, the resulting structure can be easily enforced with
the constraints so that the prototype is able to produce a pair of
DC-leakage-free filter banks. The experimental results confirmed
these advantageous properties of our proposed design structure.

Index Terms—cosine-sine modulated filter bank; modulated
filter bank; M -band filter bank; dual-tree wavelet transform;
shift invariance; DC leakage

I. INTRODUCTION

In the literature, it has been shown that the dual tree complex
wavelet-transform (DTCWT) offers better shift-invariance and
directional selectivity performance than the normal real-valued
discrete wavelet-transform (DWT) [1]. In the DTCWT, the two
trees correspond to the real and imaginary parts of the filters.
Both trees use real-valued filter coefficients and perform a
normal DWT. The DTCWT has been extended to the M -
band DTCWT [2] under further necessary conditions for
the corresponding wavelets to form a Hilbert-transform pair.
However, if one subband filter in one tree is an FIR filter,
the corresponding filters in the dual tree have to be IIR filters
[2] (see Fig. 1). The same properties were earlier shown for
the DTCWT [1]. The main difficulty of this structure is to
design FIR filters for both trees so that they approximately
correspond to a Hilbert-transform wavelet pair. In [3], a simple
approach for designing M -band DTCWT was proposed by
using the dual-tree complex packet transform. Unfortunately,
this approach limits the number of bands to M = 2r with
r ∈ N.

A more recent approach is to design equivalent M -band
DTCWT transform by using modulated filter banks [4]. We
pursue this approach in this work. However, we only use one
prototype filter and modulate it to design all subband filters.
The work in [4] shows that using cosine-sine modulated filter
banks (CSMFB) (Fig. 1) introduced in [5] can be interpreted
as M -band DTCWT by using the same prototype for the
analysis and synthesis filters. The first real part filter bank
is a normal cosine-modulated filter bank (CMFB), while the

dual filter bank is a sine-modulated filter bank (SMFB). Other
filter bank structures of the modulated filter banks also show
to have equivalent properties to the M -band DTCWT [6], [7].

We introduce another factorization based on the filter bank
structure presented in [8] for CMFB and extend it to SMFB
under the assumption of the same prototype for both analysis
and synthesis filters. We will show that the factorization of the
CMFB and SMFB produces nearly the same coefficients due
to the fact that only some signs are necessarily changed. That
is, the factorization for the CMFB can be directly used for
calculating the following factorization of SMFB. As a result,
it is possible to enforce the constraint that the modulated filters
will have no DC-leakage behavior.

The rest of the paper is organized as follows: In Section
II we briefly introduce the CSMFB and the lattice structure
that used in [9] and [10]. Next, in Section III, we explain
the new factorization based on zero-delay and maximum-
delay matrices of CMFB and show that for the SMFB the
same factorization follows directly. After that, in Section IV,
we calculate the constraints that enforce the factorization
to have CSMFB without DC-leakage. Finally, in Section V
we present experimental results in which enforcing the DC-
leakage constraints does not influence the behavior of the filter
bank too much.

We use the following notation throughout our formulations:

• H (z): the z-transform of an impulse response h(n),
• diag (x1, x2, . . . , xn): a diagonal matrix with
x1, x2, . . . , xn on the diagonal,

• I: the identity matrix,
• J : the counter-identity matrix,
• W l

M := ej
2π
M l,

•
∏v
j=1 Lj = L1 ·L2 · . . . ·Lv where the order of matrices

is important.

II. COSINE-SINE MODULATED FILTER BANKS

A CSMFB has two M -channel filter banks, each of
which is decimated maximally by M , with system functions
Hk(z), H̃k(z), Fk(z), F̃k(z), as illustrated in Fig. 1. The filter
coefficients can be expressed in form of a given prototype filter
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Fig. 1. M -band CSMFB and M -band DTCWT

p(n) as follows [11]:

hk(n) = 2p(n) cos

((
k +

1

2

)
π

M

(
n− N − 1

2

)
+ θk

)
h̃k(n) = 2p(n) sin

((
k +

1

2

)
π

M

(
n− N − 1

2

)
+ θk

)
fk(n) = 2p(n) cos

((
k +

1

2

)
π

M

(
n− N − 1

2

)
− θk

)
f̃k(n) = −2p(n) sin

((
k +

1

2

)
π

M

(
n− N − 1

2

)
− θk

)
,

(1)
where k ∈ {0, 1, . . . ,M − 1}, θk = (−1)

k π
4 , and N

is the length of p(n). It has been shown that the arising
filter bank can be seen as M -Band DTCWT [4], where
filtering a signal with the filter pair {Hk(z), H̃k(z)} yields
the real and imaginary parts of a complex wavelet transform.
Furthermore, we can obtain the complex modulated filter
banks from CSMFB [12]. Let E(z) and Ẽ(z) denote the
polyphase matrices of the CMFB and SMFB, respectively.
The vectors h (z) = [H0(z), . . . ,HM−1(z)]

T and h̃ (z) =[
H̃0(z), . . . , H̃M−1(z)

]T
can be obtained in form of the

polyphase matrices:

h (z) = E
(
zM
) [

1, z−1, . . . , z−(M−1)
]T

h̃ (z) = Ẽ
(
zM
) [

1, z−1, . . . , z−(M−1)
]T
.

(2)

On another hand, the polyphase matrices can be expressed
as lattice structures [9]–[11], [13]:

E(z) = CIVWΛ(z)D0

K−1∏
k=1

(
Λ
(
z2
)
Dk

)
Dk =

[
−Ck SkJ

JSk JCkJ

]
, Λ(z) =

[
z−1I 0

0 I

]
,

(3)

Ẽ(z) = SIVWΛ(z)D̃0

K−1∏
k=1

(
Λ
(
z2
)
D̃k

)
D̃k =

[
Ck SkJ

JSk −JCkJ

]
=

[
I 0

0 −I

]
Dk

[
−I 0

0 I

]
,

(4)
where Ck = diag

(
cos θk0, . . . , cos θkM/2−1

)
, Sk =

diag
(
sin θk0, . . . , sin θkM/2−1

)
, W =

[
0 I

I 0

]
, and CIV

and SIV are the type-IV discrete cosine-transform and sine-
transform matrices.

III. THE PROPOSED CSMFB STRUCTURE

A. The filter bank design

We propose a new structure for cosine-sine modulated filter
banks based on the structure for cosine-modulated filter banks
proposed in [8]. We express the prototype p(n) by type-1
polyphase components:

P (z) =
2M−1∑
l=0

z−lGl
(
z2M

)
, gl (m) = p (2mM + l) , (5)

with l ∈ {0, 1, . . . , 2M − 1}. The overall system delay is
obtained as D = 2sM + 2M − 1 = N − 1. Furthermore,
for the CMFB the perfect reconstruction (PR) constraints are
fulfilled for

Gl (z)G2M−1−l (z) +GM+l(z)GM−1−l =
z−s

2M
, (6)

with l ∈ {0, 1, . . . ,M − 1} [14]. Hence, if we use the same
prototype for both CMFB and SMFB, the PR properties of the
CMFB will be inherited in SMFB [5].

In order to analyze the polyphase matrix of the CMFB we
can write E (z) as in [8]:

E(z) = C1

[
g0(−z2)

z−1g1(−z2)

]
,

[C1]kl = 2 cos

(
(k + 0.5)

π

M

(
l − D

2

)
+ θk

)
,

g0

(
−z2

)
= diag

(
G0

(
−z2

)
, . . . , GM−1

(
−z2

))
,

g1

(
−z2

)
= diag

(
GM

(
−z2

)
, . . . , G2M−1

(
−z2

))
.

(7)

Due to the symmetries of the cosine functions, it can be shown
that

c
(1)
k,M−1−l = [C1]k,M−1−l = (−1)

s
[C1]k,l

c
(1)
k,l+M = [C1]k,l+M = (−1)

s−1
[C1]k,2M−1−l .

(8)

By dividing the polyphase matrix in (7) into the subsystem
matrices El(z) containing the columns of E (z), which are
connected over the properties of the modulation matrix C1

given by (8), we can write the sub-matrices as

El (z) =


c
(1)
0,l c

(1)
0,2M−1−l

c
(1)
1,l c

(1)
1,2M−1−l

...
...

c
(1)
M−1,l c

(1)
M−1,2M−1−l

Gl(z),

Gl(z) =

[
Gl
(
−z2

)
(−1)sGM−1−l

(
−z2

)
(−1)s−1z−1Gl+M

(
−z2

)
z−1G2M−1−l

(
−z2

) ] ,
(9)

and the synthesis side of the CMFB polyphase matrix can be
expressed as

R (z) =
[
z−1k1

(
−z2

)
k0

(
−z2

)]
Ct

2 (10)
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where

[C2]k,l = 2 cos

(
(k + 0.5)

π

M

(
2M − 1− l − D

2

)
+ θk

)
,

0 ≤ l ≤ 2M − 1

and

k0

(
−z2

)
= diag

(
GM−1

(
−z2

)
, . . . , G0

(
−z2

))
,

k1

(
−z2

)
= diag

(
G2M−1

(
−z2

)
, . . . , GM

(
−z2

))
.

Finally, we obtain the subsystem Rl as

Rl(z) = Kl(z)

[
c
(2)
0,l · · · c

(2)
M−1,l

c
(2)
0,2M−1−l · · · c

(2)
M−1,2M−1−l

]
,

Kl(z) =

[
z−1G2M−1−l

(
−z2

)
(−1)

s−1
GM−1−l

(
−z2

)
(−1)

s
z−1Gl+M

(
−z2

)
Gl
(
−z2

) ]
(11)

and c(2)
k,l = [C2]k,l. If the prototype holds the PR condition in

(6), the system

Kl (z)Gl (z) =
(−1)

−1
z−2s−1

2M
I2, 0 ≤ l ≤M − 1 (12)

also does so [8]. It turns out that if the CMFB fulfills the PR
condition, the SMFB also yields PR. As a result, we only need
to compute the factorization for the SMFB analysis polyphase
matrix. Similar to (7), we can also present the SMFB as

Ẽ(z) = S1

[
g0(−z2)

z−1g1(−z2)

]
,

[S1]kl = 2 sin

(
(k + 0.5)

π

M

(
l − D

2

)
+ θk

)
.

(13)

Due to the symmetries of the sine function, we obtain

s
(1)
k,M−1−l = [S1]k,M−1−l = (−1)

s−1
[S1]k,l ,

s
(1)
k,l+M = [S1]k,l+M = (−1)

s
[S1]k,2M−1−l ,

(14)

and the subpolyphase analysis matrix of the SMFB reads

Ẽl (z) =


s

(1)
0,l s

(1)
0,2M−1−l

s
(1)
1,l s

(1)
1,2M−1−l

...
...

s
(1)
M−1,l s

(1)
M−1,2M−1−l

 G̃l(z),

G̃l(z) =

[
Gl
(
−z2

)
(−1)s−1GM−1−l

(
−z2

)
(−1)sz−1Gl+M

(
−z2

)
z−1G2M−1−l

(
−z2

) ] .
(15)

B. Factorization in zero-delay matrices and maximum-delay
matrices

Since the polyphase filters satisfy the PR constraints in
(12) [8], for Gl (z) in (9) and Kl (z) in (11), the following

decompositions always exist:

Gl (z) =

j0∏
j=1

Dl,j (z)

i0∏
i=1

Bl,i (z)Gl,ini (z) ,

Kl (z) = Kl,ini (z)
1∏

i=i0

B−1
l,i (z)

1∏
j=j0

(
z−δl,j−1D−1

l,j (z)
)
,

(16)
where j0 can be calculated from s = 0.5

∑j0
j=1 (δl,j + 1) for

a fixed value s. The zero-delay matrices are defined as

Bl,i (z) =

[
0 1

1 bl,iz
−βl,i

]
,

B−1
l,i (z) =

[
−bl,iz−βl,i 1

1 0

]
.

(17)

The maximum-delay matrices are defined as

Dl,j (z) =

[
dl,j z−1

z−δl,j 0

]
,

z−δl,j−1D−1
l,j (z) =

[
0 z−1

z−δl,j −dl,j

]
.

(18)

Finally, the initialization matrices are given by

Gl,ini (z) =

[
gl,0 gl,1

z−1gl,2 z−1gl,3

]
,

Kl,ini (z) =
1

2M
· (−1)

s

gl,0gl,3 − gl,1gl,2

[
gl,3z

−1 −gl,1
−gl,2z−1 gl,0

]
.

(19)
Note that the variables bl,i, dl,j , gl,0, gl,2, gl,3 are real-valued
and βl,i, δl,j are positive integer numbers.

In case of SMFB, it is also possible to calculate the
decomposition in terms of zero-delay, maximum-delay and
initialization matrices given the analysis of the polyphase
submatrices G̃l in (15). Therefore, (15) can be re-written as

G̃l (z) =

j0∏
j=1

D̃l,j (z)

i0∏
i=1

B̃l,i (z) G̃l,ini (z) (20)

with the same definitions of zero-delay, maximum-delay, and
initialization matrices as above.

We will show that

b̃l,i = −bl,i, d̃l,j = −dl,j , β̃l,i = βl,i, δ̃l,j = δl,j (21)

and that

G̃l,ini (z) = (−1)
j0+i0

[
gl,0 −gl,1

−z−1gl,2 z−1gl,3

]
. (22)

C. Proof for maximum-delay matrices

For the sake of brevity, we will omit the argument z in
Gj
l (z), G̃

j

l (z), Dl,j (z), D̃l,j (z), Gjk,l(z), G̃jk,l(z) in the next
steps. One decomposition step can be accomplished by

Gj
l = D−1

l,jG
j−1
l , G0

l = Gl

G̃
j

l = D̃
−1

l,j G̃
j−1

l , G̃
0

l = G̃l.
(23)
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After j decomposition steps, Gj
l and G̃

j

l have the forms

Gj
l =

[
Gj0,0 Gj0,1

Gj1,0 Gj1,1

]

G̃
j

l =

[
G̃j0,0 G̃j0,1

G̃j1,0 G̃j1,1

]
= (−1)j

[
Gj0,0 −Gj0,1
−Gj1,0 Gj1,1

]
.

(24)

It is easy to check that the initial conditions (9) and (15) will
be held for j = 0. As in [8], the factorization has the form

Gj
l =

[
zδjGj−1

1,0 zδjGj−1
1,1

zGj−1
0,0 − djzδj+1Gj−1

1,0 zGj−1
0,1 − djzδj+1Gj−1

1,1

]
,

(25)
where dj =

gj−1
0,0 (0)

gj−1
1,0 (δj)

=
gj−1
0,1 (0)

gj−1
1,1 (δj)

with gj−1
1,0 (δj) 6= 0,

gj−1
1,0 (δj) 6= 0 and gj−1

1,0 (n) = gj−1
1,1 (n) = 0 for all n =

0, 1, . . . , δj − 1. We see that δj = δ̃j and

d̃j =
g̃j−1

0,0 (0)

g̃j−1
1,0 (δj)

=
−gj−1

0,0 (0)

gj−1
1,0 (δj)

= −dj . (26)

Similarly, from (24), we can calculate G̃
j

l from G̃
j−1

l :

G̃
j

l =

[
zδ̃j G̃j−1

1,0 zδ̃j G̃j−1
1,1

zG̃j−1
0,0 − d̃jzδ̃j+1G̃j−1

1,0 zG̃j−1
0,1 − d̃jzδ̃j+1G̃j−1

1,1

]
=(−1)j×[

zδjGj−1
1,0 −zδjGj−1

1,1

−zGj−1
0,0 + djz

δj+1Gj−1
1,0 zGj−1

0,1 − djzδj+1Gj−1
1,1

]

=(−1)j

[
Gj0,0 −Gj0,1
−Gj1,0 Gj1,1

]
.

(27)

D. Proof for zero-delay matrices

After the maximum-delay factorization step, our initial
matrices have the forms

G0
l =

1∏
j=j0

D−1
j Gl =

[
G0

0,0 G0
0,1

G0
1,0 G0

1,1

]
,

G̃
0

l =
1∏

j=j0

D̃
−1

j G̃l = (−1)
j0

[
G0

0,0 −G0
0,1

−G0
1,0 G0

1,1

]
.

(28)

The ith decomposition step can be done by

Gi
l = B−1

l,i G
i−1
l , G̃

i

l = B̃
−1

l,i G̃
i−1

l . (29)

We now show that Gi
l and G̃

i

l have the following forms

Gi
l =

[
Gi0,0 Gi0,1

Gi1,0 Gi1,1

]

G̃
i

l =

[
G̃i0,0 G̃i0,1

G̃i1,0 G̃i1,1

]
= (−1)

j0+i

[
Gi0,0 −Gi0,1
−Gi1,0 Gi1,1

]
,

(30)

and the initial condition (28) is fulfilled. Again, as in [8] the
factorization is given by

Gi
l =

[
Gi−1

1,0 − biz−βiGi−1
0,0 Gi−1

1,1 − biz−βiGi−1
0,1

Gi−1
0,0 Gi−1

0,1

]
(31)

where

βi = Ng,1,0 −Ng,0,0 = Ng,1,1 −Ng,0,1

bi =
gi−1

1,0 (Ng,1,0 − 1)

gi−1
0,0 (Ng,0,0 − 1)

=
gi−1

1,1 (Ng,1,1 − 1)

gi−1
0,1 (Ng,0,1 − 1)

.

Here, Ng,u,v denotes the length of the filter giu,v(n). If βi < 0,
we set βi = 0 and bi = 0.

Now we calculate G̃
j

l with the same factorization. Because
G̃
j−1

l is given in (30), the filter lengths have to be equal and
we have β̃i = βi and

b̃i =
g̃i−1

1,0 (Ng,1,0 − 1)

g̃i−1
0,0 (Ng,0,0 − 1)

=
−gi−1

1,0 (Ng,1,0 − 1)

gi−1
0,0 (Ng,0,0 − 1)

= −bi.

If βi < 0 is not given, because bi = 0 = −bi, similar to (27),
we have

G̃
j

l =

[
G̃i−1

1,0 − b̃iz−β̃iG̃i−1
0,0 G̃i−1

1,1 − b̃iz−β̃iG̃i−1
0,1

G̃i−1
0,0 G̃i−1

0,1

]
=(−1)j0+i−1×[
−Gi−1

1,0 + biz
−βiGi−1

0,0 Gi−1
1,1 − biz−βiGi−1

0,1

Gi−1
0,0 −Gi−1

0,1

]

=(−1)j0+i

[
Gi0,0 −Gi0,1
−Gi1,0 Gi1,1

]
.

(32)

After the decomposition steps, the initialization matrices are
obtained

Gl,ini (z) =

[
gl,0 gl,1

z−1gl,2 z−1gl,3

]
,

G̃l,ini (z) = (−1)
i0+j0

[
gl,0 −gl,1

−z−1gl,2 z−1gl,3

]
.

(33)

This can be easily verified by (32) with maximally i = i0
possible steps. It can be seen that only some signs in the
factorization steps are changed for the SMFB filter bank.
Therefore, we only need to calculate the factorization for the
CMFB, and the SMFB factorization can then be computed by
only a few sign changes.

IV. DC-LEAKAGE-FREE PROPERTY

In order to obtain a filter bank without DC-leakage,
our filter coefficients need to satisfy the following con-
straints: Hk (z) |z=1 = H̃k (z) |z=1 = 0 and H0 (z) |z=1 =
H̃0 (z) |z=1 = 1 [8]. From (2), the constraints can be expressed
as

[1, 0, . . . , 0]
T

= E
(
zM
)

[1, 1, . . . , 1]
T |z=1,

[1, 0, . . . , 0]
T

= Ẽ
(
zM
)

[1, 1, . . . , 1]
T |z=1.
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Furthermore, using (9) and (15) we can write the polyphase
matrices E (z) and Ẽ (z) as

E (z) = C̃1G (z) ,

Ẽ (z) = S̃1G̃ (z)
(34)

where[
C̃1

]
k,l

=
[
C1

]
k,l
,
[
C̃1

]
k,M−1−l =

[
C1

]
k,2M−1−l ,[

S̃1

]
k,l

=
[
S1

]
k,l
,
[
S̃1

]
k,M−1−l =

[
S1

]
k,2M−1−l,

0 ≤ k < M, 0 ≤ l < M/2

G1(z) = diag(G0

(
−z2

)
, . . . , GM/2−1

(
−z2

)
,

z−1G3M/2

(
−z2

)
, . . . , z−1G2M−1

(
−z2

)
),

G2(z) = diag(z−1GM
(
−z2

)
, . . . , z−1G3M/2−1

(
−z2

)
,

−GM/2

(
−z2

)
, . . . ,−GM−1

(
−z2

)
),

G (z) = G1 (z) + (−1)
s−1

JG2 (z) ,

G̃ (z) = G1 (z) + (−1)
s
JG2 (z) .

(35)
Equation (34) leads to

C̃
−1

1 [1, 0, . . . , 0]
T

= G
(
zM
)

[1, 1, . . . , 1]
T |z=1,

S̃
−1

1 [1, 0, . . . , 0]
T

= G̃
(
zM
)

[1, 1, . . . , 1]
T |z=1.

By splitting G (z) and G̃ (z) into the submatrices Gl (z) and
G̃l (z) and using (16) and (20), we obtain the constraints as[

[C̃
−1

1 ]l,0

[C̃
−1

1 ]M−1−l,0

]
=

j0∏
j=1

[
dl,j 1

1 0

]
i0∏
i=1

[
0 1

1 bl,i

][
gl,0 + gl,1

gl,2 + gl,3

]
,

[
[S̃

−1

1 ]l,0

[S̃
−1

1 ]M−1−l,0

]
=

j0∏
j=1

[
dl,j −1

−1 0

]
×

i0∏
i=1

[
0 −1

−1 bl,i

][
gl,0 − gl,1
gl,3 − gl,2

]
,

(36)

or, equivalently[
gl,0 + gl,1

gl,2 + gl,3

]
=

1∏
i=i0

[
−bl,i 1

1 0

]
×

1∏
j=j0

[
0 1

1 −dl,j

][
[C̃

−1

1 ]l,0

[C̃
−1

1 ]M−1−l,0

]
,

[
gl,0 − gl,1
gl,3 − gl,2

]
=

1∏
i=i0

[
−bl,i −1

−1 0

]
×

1∏
j=j0

[
0 −1

−1 −dl,j

][
[S̃

−1

1 ]l,0

[S̃
−1

1 ]M−1−l,0

]
.

(37)

Eventually, we can verify that designing filter banks without
DC leakage is possible by enforcing the constraints given in
(37). In addition, we have four different equations with only
four different linear unknown variables gl,0, gl,1, gl,2 and gl,3
for fixed bl,i and dl,j . In other words, our solution for the
initialization matrices is unique. This was different for the
solely cosine modulated filter banks in [8].

TABLE I
FACTORIZATION OF PROTOTYPE WITH N = 16 AND M = 4

l 0 1

Both

δl,1 1 1
dl,1 -0.1263 -0.0300
βl,2 1 1
bl,2 0.1244 0.0300

DC leakage

gl,0 -0.1750 -0.1495
gl,1 0.0579 0.1056
gl,2 0.0570 0.1055
gl,3 0.1723 0.1493

No DC leakage

gl,0 -0.1690 -0.1440
gl,1 0.0564 0.1026
gl,2 0.0555 0.1025
gl,3 0.1664 0.1439

Hk(z)

H̃k(z)

↓M

↓M

↑M

↑M

Fk(z)

F̃k(z)
X(z)

Sk (z)

S̃k (z)

Sk (z) + S̃k (z)

Fig. 3. The k-th subband signal from the first and second system

V. EXPERIMENTS

To demonstrate the properties of our approach, we start with
a prototype designed according to the method in [10]. The
filter optimizes the stopband attenuation as in [9], [10] by
minimizing

M−1∑
k=0

∫
Ωs(k)

∣∣Hk

(
ejω
)∣∣2 dω, (38)

where Ωs (k) is the stopband of Hk

(
ejω
)
. The stop-

bands were set to Ωs (k) =
[
0,max

{
0, πM (k − 2)

}]
∪[

min
{
π
M (k + 2) , π

}
, π
]
. Because the filter optimization ac-

cording to [10] does not result in filters that are free from
DC-leakage, we used the obtained prototype and calculated
the decomposition into maximum-delay, zero-delay, and ini-
tialization matrices, and then we enforced the constraints given
by (37).

In Fig. 2 and Table I, we show the results for an original,
not DC-leakage compensated prototype and its counterpart
with the constraints in (37). It can be seen that the passband
behavior of the filters remains unchanged when enforcing (37),
but the zero at ω = 0 is exactly met for all bandpass filters.

In [15], the shift invariance of a system was formulated as
(see also Fig. 3)

Sk,r (z) + S̃k,r (z) = z−r
(
Sk,0 (z) + S̃k,0 (z)

)
. (39)

Here, r denotes the shift of the signal, and Sk,r (z) and
S̃k,r (z) are the k-th subband signals of our CSMFB where
the signal is shifted by r. Following [15], shift invariance can
be measured as:

Rka =

∑M−1
l=1 E

{
Hk

(
W l
Mz
)
Fk (z) + H̃k

(
W l
Mz
)
F̃k (z)

}
E
{
Hk (z)Fk (z) + H̃k (z) F̃k (z)

} ,

(40)
where E {U (z)} represents the energy of a filter with impulse
response u(n). We represent the values for Rk in dB in
Table II.
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(b) without DC leakage

Fig. 2. Filter bank arising form prototype filter with (left) and without (right) DC leakage; M = 4, N = 16

TABLE II
SHIFT-INVARIANCE Rk FOR DIFFERENT PROTOTYPES IN DB

k
DC-leakage M N 0 1 2 3

x 4 16 -31.3464 -26.9509 -26.9509 -31.3464
4 16 -31.7250 -27.2442 -27.2442 -31.7250

x 4 32 -49.6990 -44.3638 -44.3638 -49.6990
4 32 -49.6646 -44.3194 -44.3194 -49.6646

x 8 32 -30.9160 -26.4100 -26.2835 -26.2676
8 32 -31.2742 -26.6775 -26.5069 -26.4890

x 8 64 -38.3457 -34.0223 -34.1355 -34.1219
8 64 -37.0661 -33.0135 -33.2360 -33.2252

For prototypes with shorter lengths, enforcing the con-
straints in (37) produces better shift-invariance as shown in
Table II. In case of longer prototypes, the shift-invariance
become worse by enforcing the constraints, but the difference
is insignificant.

VI. CONCLUSION

We introduced a new structure for CSMFB in which the
prototype is easily enforced with the constraints to result in a
filter bank without DC-leakage. We showed that by enforcing
the constraints, the passband behavior of a prototype is not
significantly changed. In addition, in the optimization step we
can directly obtain the prototypes for CSMBF without DC-
leakage only by setting the initialization matrices depending
on the free parameters bl and dl. We expect that directly
optimizing on the free parameters of the filter bank would
result in better CSMFB prototypes. Finally, it should be
noted that the proposed lifting structure allows a CSMFB
implementation with a minimal number of operations required.
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