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Abstract—Virtual 3-D sound can be easily delivered to a listener
by binaural audio signals that are reproduced via headphones,
which guarantees that only the correct signals reach the corre-
sponding ears. Reproducing the binaural audio signal by two or
more loudspeakers introduces the problems of crosstalk on the
one hand, and, of reverberation on the other hand. In crosstalk
cancellation, the audio signals are fed through a network of
prefilters prior to loudspeaker reproduction to ensure that only
the designated signal reaches the corresponding ear of the lis-
tener. Since room impulse responses are very sensitive to spatial
mismatch, and since listeners might slightly move while listening,
robust designs are needed. In this paper, we present a method
that jointly handles the three problems of crosstalk, reverberation
reduction, and spatial robustness with respect to varying listening
positions for one or more binaural source signals and multiple
listeners. The proposed method is based on a multichannel room
impulse response reshaping approach by optimizing a -norm
based criterion. Replacing the well-known least-squares technique
by a -norm based method employing a large value for allows
us to explicitly control the amount of crosstalk and to shape the
remaining reverberation effects according to a desired decay.

Index Terms—Crosstalk cancellation, optimization, room im-
pulse response (RIR) reshaping, spatial robustness.

I. INTRODUCTION

T HREE-DIMENSIONAL audio reproduction with loud-
speakers in a room can be achieved by using a prefilter

network that processes the binaural source signals prior loud-
speaker reproduction in such a way that the individual signals
arrive only at the designated ears of the listener, or even at
the designated ears of multiple listeners. Thus, all acoustic
crosstalk need to be cancelled out. To keep up the perceived
quality of the audio signal, no spectral distortion or rever-
beration should be introduced along the signal paths. Early
approaches assumed symmetric propagation paths and aimed at
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the equalization of head related transfer functions (HRTFs) and
the cancellation of crosstalk [1]. Later designs considered the
individual transmission paths from the loudspeakers to the ears
and tried to tackle the above mentioned equalization problem
in more detail, as described follows.

Signal propagation from loudspeakers to listener ears
can be expressed by a network of system functions

that describe the transmission from loudspeaker to ear
. Given sources, a preprocessing network can be defined by

another set of system functions which determine
the transmission from source to loudspeaker . The concate-
nation of the prefilter network and the acoustic multichannel
system yields a global (overall) system with inputs and
outputs. The system functions of the global system will be de-
noted by with and in
the following. An ideal prefilter network would lead to system
functions that are equal to one (or to a delay term
with some delay of samples) for desired signal paths and zero
for undesired ones. It is relatively straightforward to achieve the
goal of perfect crosstalk cancellation (i.e., making all undesired
paths equal to zero), as this is algebraically related to forming
the adjugate of a matrix of system functions. However, it is very
demanding to obtain perfect equalization for the desired paths
(even with some delay), because this requires the inversion of
systems that typically have many zeros on or close to the unit
circle of the -plane [2]–[4].

Nelson et al. [5] proposed a least-squares design that aimed
to achieve both, equalization and crosstalk cancellation in one
step. This method has been extended by Ward [6], who simulta-
neously considered multiple head positions in order to increase
spatial robustness. Kallinger and Mertins [7] proposed a spa-
tially robust least-squares method by considering perturbations
of the measured systems based on statistical knowledge [8] of
the acoustic transfer functions inside a closed room.

The above-mentioned problem of system inversion for the de-
sired paths is similar to the equalization of room impulse re-
sponses (RIR) in the single-channel case, which is usually ap-
plied to compensate for the undesired acoustic properties of a
closed room, namely reverberation. Early approaches for the in-
verse filtering of room acoustics [9] decomposed mixed-phase
systems into allpass and minimum-phase components and used
IIR filters for the inversion of the minimum-phase part. Other
methods minimize the mean squared error (MSE) between the
output of a desired target system and the concatenation of RIR
and equalizer [3], [10]. Although aiming at perfect equaliza-
tion is quite intuitive and straightforward, practical problems
arise when the channel has zeros very close to, or even on the
unit circle of the -plane. In data transmission, the method of

1558-7916/$31.00 © 2012 IEEE



1830 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 20, NO. 6, AUGUST 2012

channel shortening instead of equalization has been introduced
for such critical channels. It has originally been proposed by
Falconer and Magee to reduce the implementation cost of max-
imum-likelihood detection via the Viterbi algorithm [11] and
is now widely used in orthogonal frequency division multiplex
(OFDM) and discrete multitone (DMT) systems to reduce the
effective channel order to the length of the guard interval [12],
[13]. For listening room compensation, this concept has first
been proposed in [14] and has now also been used for post-
filtering of microphone signals [15], [16]. In acoustic channel
shortening, one does not try to recover the exact source signal
but instead to concentrate the energy of the overall impulse re-
sponse within a certain time frame after the direct sound and
thus to maximize, for example, the D50 measure [17]. The D50
measure is a psychoacoustically motivated measure that is de-
fined as the ratio of the energy within the first 50 ms begin-
ning with the direct sound pulse to the energy of the whole
impulse response. In [18], the D50-based least-squares method
for shortening has been replaced by an infinity-norm criterion
that yields much better control of late reverberation. A varia-
tion of the channel shortening concept, called channel shaping
or reshaping, has first been introduced in [19] with the aim to
shape the reverberation tail in a predefined manner. In [20],
the least-squares optimality criterion from [19] was general-
ized by formulating a -norm based one which allows for a
better control of the decay behavior of the obtained global im-
pulse response (GIR) over its full length. Specifically, the decay
was shaped according to the temporal masking property of the
human auditory system. The masking property means that re-
verberation is not audible if it remains below a certain limit that
is induced by the direct sound [21]. While the exact masking
limit is signal dependent and difficult to obtain, a compromise
masking limit, found as an average over several stimuli and con-
ditions, has been proposed in [22] and was used for the filter de-
sign in [20]. This made it possible to shape impulse responses
in such a way that the reverberation tail strictly stays under the
average temporal masking limit and, for many signals, no rever-
beration is audible.

In this paper, we extend the impulse-response shaping method
from [20], [23]–[25] to the design of robust crosstalk cancellers
that keep control of the amount of crosstalk that occurs due to
small head movements and the audibility of spectral distortions
and reverberation. Robustness is achieved by two different ap-
proaches. In the first one, we consider the design of a set of
prefilters that jointly reshape the global impulse responses for
multiple positions in a finite area. This method is an extension
of the work in [24], which only considered the common setup
with two loudspeakers and two ears. In the second method, we
incorporate statistical channel knowledge as in [7] into the de-
sign of acoustic MIMO systems. While the prefilter design for
multiple positions requires the knowledge of multiple realiza-
tions of the channel impulse responses and is computationally
expensive, the incorporation of statistical knowledge is an ef-
fective extension of the equalization for the reference positions
that requires the knowledge of only a single set of RIRs.

This paper is organized as follows. The problem of crosstalk
cancellation (CTC) itself is described in Section II, and the
theory of spatial sampling of room impulse responses and

introducing system perturbations is described in Section III.
The proposed CTC design methods are described in Section IV.
In Section V we present the results of the experiments with
simulated and measured data. Finally, we close this paper with
some conclusions in Section VI.

1) Notation: Lowercase boldface characters denote vectors,
while uppercase boldface characters denote matrices. The su-
perscripts and denote transposition and complex conjuga-
tion, respectively. The asterisk denotes convolution. The op-
erator turns a vector into a diagonal matrix, and
returns the -norm (short -norm) of a vector. Furthermore,

returns the maximum component of its input vector and
produces a sign vector of its input variable, whereat the

sign of a complex number is defined as its projection on the unit
circle of the complex plane. Finally, captures the real part
of the input variable, and denotes the expected value. The
lengths of FIR filters are denoted as and for filters
and , respectively.

II. CROSSTALK-CANCELLER DESIGN

In the following, the crosstalk canceller will be described for
a number of source channels, loudspeakers, and micro-
phones, as depicted in Fig. 1. The presented approach is valid for
arbitrary setups, however in practice only configurations with

are relevant. The common setup for crosstalk
cancellation consists of just two loudspeakers and two micro-
phones and is, of course, covered by the more general setup
considered here. The corresponding formulations can be estab-
lished by choosing . To keep the descrip-
tion close to the existing literature, the problem is formulated
in terms of linear systems of equations in this section. Other
formulations will be given in later sections when required. For
each of the defined microphone positions, perturbations due
to spatial movement are considered. These are alternatively in-
troduced in a statistical manner or by introducing channel re-
alizations sampled in the vicinity of the reference position.

Assuming FIR filters and system functions and
, respectively, the global system functions are given by

(1)
with denoting the acoustic channel from source to
microphone , being the number of source channels and
being the number of microphones.

The global impulse responses are grouped into wanted and
unwanted (i.e., crosstalk) signal paths. For every microphone
position we can define whether we want a specific source
to reach the destination or if it should be handled as undesired
crosstalk.

As the prefilters can be designed independently for each of the
source signals, the following derivations are made with the

assumption that just one source signal is active. For sources,
one would end up designing individual sets of prefilters. For
perfect crosstalk cancellation, the prefilters are designed in such
a way that the transmission through the crosstalk channels is
suppressed (i.e., ) and that no audible distortions
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Fig. 1. Setup with � sources, � loudspeakers, and� microphones. For every microphone, we have perturbations, possibly sampled at � locations, including
the reference position.

are introduced by the desired signal paths. Ideal transmission
means that the paths for the desired components yield

(2)

where is a desired target system, that is to be approx-
imated by the corresponding global impulse response. Usually,
the target system is chosen as a bandpass system that accounts
for the bandpass characteristic of a typical loudspeaker, has an
appropriate delay (for example, it has to take the delays by the
system into account), and does not introduce any au-
dible distortions. When using just a delayed discrete pulse in-
stead of a bandpass, the prefilters will particularly amplify those
frequencies that are outside the loudspeakers’ range of opera-
tion.

By assuming that all involved systems are FIR systems, repre-
senting the impulse responses and by vectors
and , respectively, and denoting the di-
mensional convolution matrices constructed from the individual
room impulse responses as , we can express the
general problem as

(3)

where

...
. . .

...
...

...

(4)
with either being the zero vector (in cases where is
a crosstalk path) or being a desired target system response
when is the desired listening position for source . Since
predefining can be problematic, other avenues such as filter
shortening and filter shaping have been explored, as described
in the introduction. However, given a useful set of desired im-
pulse responses , a classical way would be to solve (3) for

in the sense of least squares by utilizing the Moore–Penrose
pseudoinverse of the channel matrix . According to the multi-
channel inversion theorem (MINT) [26], even exact solutions
are possible when the number of loudspeakers is sufficiently
large. However, when spatial robustness is desired and system
perturbations are considered during the design, perfect multi-
channel inversion cannot be achieved.

In order to increase the robustness of the equalizers against
small spatial movements, statistical knowledge about acoustic

transfer functions in a closed room can be integrated as a per-
turbation system into the CTC setup [7], [8]. Mathematically,
the perturbation, which results from moving the microphone
away from its reference position by some distance , can be
expressed as an additive error term on the RIR
from loudspeaker to microphone . With being the con-
volution matrix made up by a sequence , (3) can be refor-
mulated to yield prefilters which take into account the stochastic
perturbations as follows:

...
. . .

...

(5)
An alternative approach to improve the spatial robustness is

to design the equalizers to consider different locations of each
microphone jointly. Similar to [6], the linear system of (3) can
be reformulated as

...
... (6)

where denotes the th realization of the channel matrix
defined in (4). Both approaches will be considered in the next
sections together with -norm-based objective functions.

III. SPATIAL SAMPLING AND SYSTEM PERTURBATIONS

In this section, we will first describe the spatial sampling the-
orem and its implications on the behavior of system responses
for arbitrary microphone locations within limited listening vol-
umes. Then we will describe the changes of the acoustic chan-
nels due to microphone displacement in terms of stochastic per-
turbations.

A. Spatio-Temporal Sampling Principle of RIRs

In a listening room, the continuous-time RIR from one point
to another point is denoted by .

Throughout this section, we consider to be the po-
sition of the loudspeaker and to be the position of the
microphone. The spatial coordinate is not to be confused with
the parameter of the -transform.

Room impulse responses are not only functions of time but
also heavily rely on the spatial positions of the speaker and/or
microphone. For a given pair of loudspeaker and microphone
positions, the time-domain sampling rate should be equal to or
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higher than two times the highest frequency appearing in the
considered signals, denoted by . From the point of view of
wave equations and for a given position of the loudspeaker,

is a band-limited space function for any time in-
stance . If is band-limited to in the time-do-
main, then the spatial frequency is limited to , where is
the speed of sound. So the space-domain sampling rate of
the RIR must satisfy [27]

(7)

In general we use

(8)

where denotes the time-domain sampling frequency.
The space-domain sampling can generally be achieved in two

ways by either moving a single microphone sequentially from
one position to another inside the listening area, while keeping
the loudspeaker at a fixed position outside the listening area or
vice versa. Alternatively, an array of multiple microphones can
be used to counteract the time-consuming process of sequential
measures.

Denoting the discretized RIR by , with
and being the positions of the loudspeaker and the
microphone inside the listening area, respectively, we sample
the whole listening area for each loudspeaker. If the spatial
sampling condition (7) is satisfied, then the RIR caused by the
loudspeaker located at can be reconstructed for any
point inside the listening area by interpolation [23],
[27]:

(9)

where the interpolating function is

(10)

for convenience. , and are the spatial sampling pe-
riods in the three spatial dimensions. The interpolation function

is independent of the loudspeaker positions. For the
three-dimensional case, the so-called sampling function can be
used as an interpolating function [23]:

(11)

where . The frequency supporting domain
is, in the three-dimensional case, a cube .

B. Basis for Spatially Robust Reshaping

Let denote the prefilter for the loudspeaker at position
, then the global impulse response at position in

the listening area is given by

(12)

where is the overall RIR
at position in the listening area.

For the investigation of the spatial robustness of RIR equal-
ization, the spatial characteristics of RIRs must be taken into
account [23]. The equalized RIRs should satisfy the following
hypotheses:

1) For a given time instant , is a spatially sta-
tionary field or can at least be approximated as a
stationary field with negligible error, which means that

, and the correlation function

depends just on the differences , and ,
that is

2) The magnitude is limited in the form

for

where is an upper bound. This implies that

A time interval of interest for a desired transmission
path would be, for example, from 4 ms after the main peak of

until , as this part of the impulse response is re-
sponsible for possibly audible reverberation [22]. In Section IV,
we will treat the equalizer design problem by starting with a
prescribed upper limit for and try to find prefilter
networks that push the global responses under the limit

. This process is referred to as reshaping the impulse re-
sponse, rather than equalizing it.

Let us take a look at the statistical properties of the reshaped
RIR at any given point in the listening area. If ,

, , then . If ,
, , then can be expressed as a linear

combination of the sampled RIRs as given in (12). The
ensemble average of is then

(13)

Considering the squared magnitudes of the global RIRs at a
point in the listening area, we get

(14)

where

(15)
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It can be shown that the sampling function satisfies

(16)

and

for
otherwise

(17)

so we obtain and

for
(18)

This means that for any given point inside the lis-
tening area, the global impulse response will, on av-
erage, be limited by the same upper bound , by which all
reshaped global impulse responses at the sampling points are
limited. Thus, reshaping the impulse responses at the sampling
points yields, on average, reshaping within the entire volume.

C. Robust Crosstalk Canceller for the General MIMO Case
Using Statistical Knowledge

In this section, we extend the robust 2 2 crosstalk canceller
design from Kallinger and Mertins [7] to the general MIMO
case and introduce a way to incorporate arbitrary weighting for
the reverberation tail. For that, we briefly recapitulate the sta-
tistical properties of RIRs in the case of spatial deviation from
a reference point. The problem of designing an equalizer for a
reference location and then moving the microphone away from
this position has been studied by Radlović et al. [8]. They formu-
lated the following conditions under which the transfer function
between a loudspeaker and a microphone is a stochastic one:

• The dimensions of the room must be large compared to the
wavelengths of interest. This is true especially for speech
signals transmitted in typical office rooms.

• Statistical assumptions can be met for frequencies above
the Schroeder large-room frequency

Hz (19)

where is the volume of the room and is the reverbera-
tion time of the room. For example, a room with dimension

m m m and has Hz.
• All loudspeakers and microphones should have a distance

of at least half a wavelength to adjacent walls.
Given these assumptions, Radlović et al. [8] defined the fol-
lowing frequency-dependent measure to express the error due
to the displacement of the microphone position

(20)

Here, , , and are the Fourier transforms of the
continuous-time acoustic impulse response , its perturbation

due to spatial movement, and the equalizer , respec-
tively; is the radial frequency. Assuming a perfect

equalizer and being in the far field in rever-
berant environments, the distance measure amounts to [8]

(21)

where is the deviation of the microphone position from its
reference location in meters, and is the sound-propagation ve-
locity (340 m/s). Thus,

(22)

Assuming band limited input signals with maximum radial fre-
quency and sampling with frequency , the
continuous-time impulse responses , , and are re-
placed by their discrete-time equivalents , , and ,
respectively. Based on (22), the discrete-time autocorrelation
sequence of the perturbation becomes

(23)

where and

(24)

The sequence can be easily computed with sufficient ac-
curacy by sampling at discrete frequencies ,
with and using the inverse discrete
Fourier transform.

Since we aim at shaping the overall impulse responses, we
assign to every impulse response

(25)

from source to microphone a weighting with positive
weights . Assuming perfect equalization for the refer-
ence point, we are interested in the error

(26)

and its average power due to microphone movement. For a
specific combination of source, speaker and microphone, the
weighted error is given by

(27)

By collecting the weights into vectors ,
all weights for source can be expressed by the diagonal
weighting matrix

(28)

The weights for the individual paths are given by

(29)
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The weighted error that results from moving the microphones
away from their reference positions for source is given by

(30)

We now consider the mean squared error due to spatial move-
ment:

(31)
To maximize robustness in the least-squares sense, should
be minimized.

Assuming that the perturbations for different acoustic paths
are uncorrelated, the expression for can be simplified to

(32)

with

(33)

where is the convolution matrix made up of the filter .
Using , we obtain

(34)

where is the correlation matrix for the
system perturbation. Given an average displacement and the
impulse response , it can be set up as a Toeplitz matrix
from the autocorrelation sequence , which can be com-
puted similar to in (23).

Now, considering a decomposition of into
, which may be obtained via a Cholesky or a sin-

gular value decomposition, we may rewrite as

(35)

With being the th column of matrix , denoting
the corresponding convolution matrix by , and using

, we finally obtain

(36)

where

(37)

Equations (32) and (36) represent explicit expressions to mea-
sure the average quadratic error for source . They are easily
differentiated with respect to the sought filter coefficients

and can therefore be efficiently used during filter design as ad-
ditional cost terms that support spatial robustness. It should be
noted that the computation of (37) can be time-consuming for
long GIRs.

IV. MIMO CROSSTALK CANCELLATION AND

IMPULSE-RESPONSE RESHAPING

The proposed design algorithm for MIMO crosstalk cancel-
lation systems uses the -norm based optimality criterion from
[20] and extends it to multiple channels. As in [20], we take
the average temporal masking threshold of the human auditory
system into account and aim to push the reverberation tail under
the masking limit.

It has been shown recently that it is necessary to also consider
the frequency-domain representation of the global impulse re-
sponses or of the equalizers to circumvent for spectral distor-
tions in the overall acoustic system [25]. For that purpose we
adapt the -norm based regularization term from [25] to the mul-
tichannel scenario, considered in this paper.

Since we are dealing with multichannel systems, we have to
specify for each global impulse response whether it is a
desired signal path or if it represents undesired crosstalk. More-
over, for the signal paths, there will be desired and unwanted
parts of the impulse responses. The desired part of a GIR
is denoted as

(38)

whereas the unwanted part is denoted as

(39)

If is a desired signal path, then the window cuts
out the main peak of and the first few milliseconds after
it, which corresponds to the direct sound path and some early
reflections. For the unwanted part of a desired signal path, the
window captures and weights the reverberation tail of

.
For a crosstalk path , we have

(40)

as there is no desired part of the crosstalk component. The
window for the unwanted part of a crosstalk path
specifies the desired crosstalk attenuation and the shape of the
crosstalk’s reverberation tail.

To explain the choice of window functions, let us recall that
the -norm based approach in [20] was motivated by the fact
that for , i.e., for , the
decay of is exactly determined by the window func-
tion . This can be seen by considering the optimization
problem

minimize (41)

Similar to the stopband-behavior of FIR equiripple filter de-
signs, the sequences will be limited by some constant
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Fig. 2. Example of window functions. (a) The weighting window � ��� for a signal path, plotted on a linear scale, and (b) its reciprocal, which approximates
the temporal masking limit of the human auditory system, plotted on a logarithmic scale. (c) The corresponding weighting window for the crosstalk path with
� � ���, plotted on a linear scale, and (d) its reciprocal plotted on a logarithmic scale.

, and many values of will approach the limit . This
means that

for (42)

where we assume that the window is nonzero for
. In other words, the unwanted part of is lim-

ited by the inverse of the window function times some
constant . The sequence is the equivalent to the lim-
iting function introduced in Section III. For signal paths,
the indices are chosen to represent about 4 ms after
the main peak of . For crosstalk paths, .

Given the above considerations, the weighting function for
the desired part of the direct signal path is defined as

otherwise
(43)

where is the sampling frequency, is the average time
taken by the direct sounds from the loudspeakers to the th
microphone, and is chosen to be 4 ms.

In accordance with [20] we define the weighting window for
the unwanted part of a direct signal path as

(44)

with (45), shown at the bottom of the page, where
, , and s . The reason why

we define this window is that the term approximates the
average temporal masking limit of the human auditory system
according to [22]. The masking curve starts with 10 dB at 4
ms after the direct sound impulse and then decays exponentially
in the logarithmic domain to 70 dB at 200 ms after the direct
pulse.

The weighting window for the unwanted part of a crosstalk
path is defined as

(46)

with defined in (45) for the th microphone. The value
of directly captures the desired attenuation of the crosstalk
component in comparison to the desired path. This can be seen
using the same arguments as for the reverberation shaping based
on the inequality (42). The maximum operators ensure that the
tail of the crosstalk path does not exceed the reverberation tails
of the desired signal paths. To illustrate this further, examples of
the weighting windows for the undesired part of the direct and
the crosstalk component, as well as their reciprocal values, are
depicted in Fig. 2.

A. CTC Design for Reference Listening Positions

In this subsection, we derive the algorithm for sources,
loudspeakers, and microphones or listening positions. Using

otherwise
(45)
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a -norm-based objective function, this leads us to individual
optimization problems given by

minimize

(47)
where is the weighting factor for the frequency domain based
regularization term (see Section VI-D) and

(48)

with

(49)

and

(50)

The log operation in (48) is used in view of obtaining a com-
pact description for the gradient of the objective function. The
vectors and are given by

(51)

and

(52)

where and contain the sequences and ,
respectively. This means that, basically, all the global impulse
responses are weighted according to their modes
(signal-path or crosstalk-path) and stacked up to form the
vectors and .

The optimization of (47) is done by applying an iterative gra-
dient-descent procedure. The learning rule reads

(53)

with being an adaptive positive step-size parameter in itera-
tion . The fulfillment of the side condition is achieved by renor-
malizing the target vector after every iteration of the op-
timization procedure. The gradient of is formally given
by

(54)
The required individual gradients and

will be given in Section IV-B, where they form
the special case of (63) and (67) with .

B. Robust CTC Design Based on Multiple Realizations of the
Channel

In this subsection, we derive the algorithm for the case in
which we have perturbed realizations of the channel matrix

. The filters are designed in such a way that

all realizations of the acoustic channels are reshaped jointly.
The realizations usually result from multiple measurements of
the acoustic channels in the vicinity of a given reference posi-
tion. The corresponding global impulse responses, denoted by

, are computed via . In accordance with [20],
[23] and the previous section, we define the desired parts of the
global impulse responses as

(55)

The unwanted parts are given by

(56)

The windows for the desired and unwanted parts are defined as
before (i.e., (40) and (43) for the desired and (44) and (46) for
the undesired parts).

As in Section IV-A, where the design was based on a single
set of microphone positions, one ends up with individual op-
timization problems given by

minimize

(57)
where is the weighting factor for the frequency domain-based
regularization term (see Section IV-D) and

(58)

with

(59)

and

(60)

where

(61)
and

(62)
Thus, all realizations of the global impulse responses are
weighted and stacked up to form the vectors and , with
each one consisting of impulse responses of length .

The optimization is, again, carried out by utilizing a gradient
descent procedure with renormalizing the target vector after
every iteration of the optimization procedure. The involved gra-
dients are derived in the following equations. The gradient re-
quired in Section IV-A is given by the special case in which
equals one.

The gradient for is calculated as

(63)
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where

(64)

and

... (65)

with given by

(66)
The gradient for the undesired part is calculated as

(67)

where

(68)

and

... (69)

with given by

(70)
Finally, the gradient of reads

(71)
The algorithm can be implemented computationally efficient

by exploiting the Toeplitz structure of the convolution matrices
and utilizing the FFT and IFFT to calculate the corre-

sponding matrix-vector multiplications in the Fourier domain.
The Hadamard product can be used to lower the computational
effort in calculating the vectors and .

C. Robust CTC Design Based on Statistics of Room Impulse
Responses

Designing robust prefilters based on multiple realizations of
the channel matrix is quite time consuming and requires mea-
surements of the different RIRs. As a remedy, we present an
algorithm that yields spatial robustness by incorporating the sta-
tistical knowledge about room impulse responses into the opti-

mization problem. As described in Section III-C, the perturba-
tion of an acoustic channel is modeled by an additive
stochastic system that describes statistically the pertur-
bation in the case of spatial mismatch of a microphone to its
reference position.

A straightforward way to incorporate the stochastic perturba-
tion in the prefilter design would be to extend the design crite-
rion (47) by the expectation operator as follows:

minimize

s.t (72)

where

(73)

and

(74)

As in (47), is the weighting factor for the regularization term
.

For the reason of simplicity, the stochastic component is con-
sidered for the undesired part only. The required weighted sto-
chastic global responses are given by

(75)

where is defined in (28) and the individual weights
are given by (44) and (46), respectively.

Instead of aiming at minimizing (72) directly, based on the
Minkowski inequality in the form

(76)
we might try to minimize the upper bound by replacing
in (73) with

However, since little is known about the exact probability den-
sity functions of the perturbation , we resort to a quadratic cost
function for the perturbation term and consider the optimization
problem

minimize

(77)
where

(78)

with

(79)
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instead, where is some appropriate positive weight.1

The objective function according to (77) is minimized
by applying the gradient-descent procedure (53). The gradient
reads

(80)
with

(81)

where and are given in (63) and (67)
with set to one. The remaining part of can be de-
rived by exploiting the theory developed in Section III-C. With

(82)
and given in (37), the gradient for the regularization term

becomes

... (83)

D. Frequency Domain-Based Regularization Term

In [25], we proposed to jointly optimize the time- and fre-
quency-domain representations of an impulse response in order
to achieve a good overall reshaping without degrading the per-
ceived quality due to high spectral peaks in the overall system.
In this section we extend the -norm based optimality criterion
that is used as a regularization term to the multichannel scenario
considered in this paper.

The proposed regularization term is defined as

(84)

where the vector is made up by the concatenation of the
discrete Fourier transforms (DFTs) of all available realizations
of the GIRs for the th source. Using this optimality criterion
one demands the GIRs to not contain any high spectral peaks.

To derive the gradient for (84), we reformulate the regular-
ization term in matrix-vector notation. We define a matrix as

...
...

. . .
...

(85)
that contain the individual convolution matrices for each
acoustic channel. Furthermore, we define a block-diagonal

1If the perturbation is assumed to be Gaussian distributed, then it would in
fact be possible to obtain an analytic expression for ���� �� � �, but com-
puting the gradient with respect to � would still be cumbersome.

Fig. 3. Magnitude �� ���� of one of the measured room impulse responses.
The cyan (light gray) curve is the compromise temporal masking limit of the
human auditory system.

matrix in which is a DFT matrix of
compatible size such that products can be taken.

These definitions allow us to rewrite the regularization term
as

(86)

The gradient for the regularization term is calculated as

(87)

with given by

(88)

given by

(89)

V. EXPERIMENTS AND RESULTS

For the experiments we measured room impulse responses in
an office room of size m m m. The reverbera-
tion time was estimated as s. We used four Klein +
Hummel M52 loudspeakers as sound sources. They had a dis-
tance of 1.6 m to the back wall, 1.5 m to the ground and a spacing
of 40 cm between them. For the recordings we used a Cortex
MK-2 dummy head with MK250 microphone capsules inside
its ears, with the ears placed at a height of 1.6 m above the floor
and mounted on a linear stage with a high positioning accuracy.
Measurements were taken around two reference listening posi-
tions with a distance of 80 cm between them, both 2.2 m away
from the loudspeakers, facing directly toward them. Using two
reference positions allows us to present results not only for one
listener, but also to include the case in which the CTC problem
has to be solved simultaneously for two listeners.

The room impulse responses were measured using the ex-
ponential sine-sweep method from [28] at a sampling rate of
48 kHz and were then downsampled to 16 kHz. The lengths of
the room impulse responses were limited to taps. To
get different realizations of the acoustic channels from the four
loudspeakers to the microphone positions, we moved the head
within a cm cm cm volume around the respective refer-
ence positions with a spatial sampling distance of 1 cm on every
axis, resulting in 27 realizations of each channel. Besides that,
we measured 40 more realizations of the channels by placing the
dummy head at 40 positions inside the listening areas, but not
on the reference positions. The prefilters were designed using
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Fig. 4. (a) Frequency response of the reshaped direct sound path by optimizing only the �-norm of the time-domain representation of the GIRs. (b) Frequency
response of the reshaped direct sound path by jointly optimizing the �-norm of the time- and the frequency-domain representation of the GIRs �� � ���.

either one or all 27 impulse responses from the reference posi-
tions and were then applied to the 40 test positions to measure
the performance in the case of spatial mismatch.

For illustration purposes, the energy decay behavior of one of
the measured RIRs is shown in Fig. 3 together with the average
temporal masking limit according to [22].

For a quantitative description of the achieved dereverberation
we use a normalized version of the perceivable reverberation
quantization measure introduced in [25]. This measure captures
the average magnitude of the impulse response taps that over-
shoot the temporal masking limit on a logarithmic scale and is
above 60 dB compared to the direct sound. We denote this
measure by nPRQ. It is calculated as

for
otherwise

(90)

with Equation (90), shown at the bottom of the page, and
denoting the pseudo norm, which counts the number

of nonzero elements of a vector. If the RIR is completely
reshaped, then either no time coefficient exceeds the temporal
masking limit or the energy of all exceeding coefficients is
below 60 dB; in both cases . Otherwise, if filter
taps are above the masking limit, it measures the average
overshot in dB.

For all experiments the lengths of the prefilters were chosen
to be taps. As in [24], the parameters and
were selected as and . Similar to [25] was
selected as for the frequency-domain based regular-
ization term. Moreover, a value of was used, which
means that if the objective function (47) with
amounts to , then the crosstalk component will be

dB below the direct component. To mea-
sure the performance of the crosstalk cancellation, we compare
the magnitude of the main peak of the desired signal path to
the magnitude of the main peak of the crosstalk path. We refer
to this measure as the direct signal to crosstalk ratio (DSCR).
The value for the weighting factor was chosen empirically

to be so that the frequency responses of the overall
systems had an acceptable shape. To demonstrate the effect of
the regularization term, we exemplarily depict the frequency re-
sponses of reshaped GIRs of the direct sound path with
and in Fig. 4.

First, we applied the algorithm from Section IV-A to design
the prefilters. To simplify the explanation, this method will be
referred to as Algorithm A in the following. Correspondingly,
the algorithms from Sections IV-B and IV-C will be called Al-
gorithms B and C, respectively. The nPRQ and DSCR measures
obtained with Algorithm A for different scenarios are listed
in Table I. For comparison purposes, we also considered the
least-squares design criteria . When minimizing
the least-squares optimality criterion, we utilize the postfiltering
approach from [19] to compensate for spectral distortions. The
postfilters were designed based on the average autocorrelation
sequence of all available reference global impulse responses.
The length of the postfilters was chosen empirically to generate
an acceptable overall frequency response. We exemplarily show
the effect of the postfiltering method in Fig. 5.

When considering just one dummy head and two loud-
speakers, the original DSCR without any prefiltering was
6.1 dB, and the nPRQ measure was 8.4 dB. By applying the
prefilters designed with Algorithm A, the DSCR could be
enhanced to 41.6 dB, and the nPRQ measure could be reduced
to 0.6 dB for the signal path. The fact that the nPRQ measure
is greater than zero means that the room reverberation is so
strong that prefilters with 5000 taps are still too short to push
the reverberation tail completely under the masking limit.
However, given the -norm design criterion, the tail follows the
desired decay. This can be observed in Fig. 6, which depicts the
obtained overall responses. Besides the shaping of the decay
for the desired part, the figure also shows that the reverberation
tail of the crosstalk component does not exceed the tail of the
desired component. Considering four loudspeakers and one
dummy head, the nPRQ measure could be reduced to zero,
and the DSCR between the two ears was enhanced to 51.7 dB,

for dB

otherwise
(91)
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Fig. 5. (a) Frequency response of the reshaped direct sound path by optimizing the least-squares optimality criterion. (b) The frequency response after applying
the postfilter method from [19]; the length of the linear prediction-error filter was 40 taps.

TABLE I
VALUES FOR nPRQ AND DSCR AT THE REFERENCE POSITIONS BEFORE AND AFTER APPLYING ALGORITHM A

Fig. 6. Reshaped room responses for the 2 � 2 case. (a) Signal path. (b) Crosstalk path. The cyan (light gray) line is the temporal masking limit.

TABLE II
AVERAGE nPRQ AND DSCR VALUES FOR THE DIFFERENT ALGORITHMS IN THE PRESENCE OF SPATIAL MISMATCH

which is above the design specification of 45.1 dB. In this
case, the design goal could be reached with 5000-tap prefilters,
and all responses stay below their prescribed limits. With four
loudspeakers and four microphones, the DSCR could be kept
around the 40-dB mark, and nPRQ measures of 0.1 and 4.2 dB
were obtained. The results for the least-squares approach were
generally inferior, especially in terms of crosstalk cancellation.

To investigate the robustness of the different algorithms, the
prefilters were tested on spatial positions that were not used in
the filter design. For Algorithms A and C, the design was based
on the reference position only, whereas for Algorithm B the de-
sign was based on the 27 reference room impulse responses. In
all cases, the prefilters were then applied to the 40 test impulse
responses that were measured between the 27 reference posi-
tions. We then calculated the average DSCR and nPRQ mea-

sures over the 40 reshaped realizations. For Algorithm C, we
assumed an average displacement of cm to the refer-
ence position. The value of the regularization factor in (79)
has been found empirically as , which worked well
for all setups.

The nPRQ and DSCR results are listed in Table II together
with those for the corresponding least-squares designs. As one
can see, when a spatial mismatch occurs, the average nPRQ with
Algorithm A is in the same range as without applying the re-
shaping filters. However, it is important to note that the average
DSCR measure could still be enhanced. With Algorithm B, the
values for the nPRQ and DSCR measures could be improved
for all setups. The comparison of Algorithm C with Algorithm
A shows that it can effectively improve the spatial robustness.
Importantly, with Algorithm C the performance of Algorithm B
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Fig. 7. Signal path (upper row) and the crosstalk path (lower row) when applying the reshaping filters designed with Algorithm A (a), Algorithm B (b) and
Algorithm C (c) with spatial mismatch. The actual RIRs were not part of the design process. The cyan (light gray) line is the temporal masking limit.

is almost reached, but it should be noted that Algorithm B used
a 27-fold number of measurements, which is difficult to obtain
in practice.

Comparing the results from the -norm to the 2-norm based
method in Table II it can be seen that the -norm based approach
yields, in general, better results. However, in some cases the
2-norm based approach results in a different tradeoff between
dereverberation and crosstalk cancellation.

To give a visual impression of the effect of reshaping in the
presence of spatial mismatch, Fig. 7 depicts the reshaping re-
sults for a realization of the channel matrix for the 2 4 setup
with a small displacement with prefilters designed with Algo-
rithms A and B. It can be clearly seen that Algorithm B performs
better in terms of crosstalk cancellation and reshaping.

VI. CONCLUSION

We presented a unified framework that covers two de-
manding auditory objectives, namely dereverberation by RIR
reshaping and crosstalk cancellation with arbitrary speaker and
microphone setups. Furthermore, we explicitly considered the
problem of degraded perceived quality due to high spectral
peaks in the overall systems. It was shown that, according to
the spatial sampling theorem of RIRs, one can achieve effective
reshaping and crosstalk cancellation in a limited listening
area by designing the equalizers based on a set of spatially
sampled RIRs. Moreover, a spatially robust design method that
incorporates statistical knowledge of RIR behavior has been
introduced. This method requires only RIR measurements at
the reference positions and almost reaches the performance of
the spatial-sampling method at a fraction of the measurement
effort.
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