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ABSTRACT
Motivated by the idea of imposing machine learning ap-
proaches to improve fidelity of Global Positioning System
(GPS) measurements, this work proposes a nonlinear re-
gression method to tackle multipath mitigation problem for
GPS fixed ground stations. Posing multipath error corre-
sponding to each visible satellite as a function of the satel-
lite’s repeatable geometry with respect to a fixed receiver on
sidereal daily basis, the multipath estimator is trained using
historical data of a few reference days and is then used to
correct multipath-corrupted measurements on the successive
days. The well-known Support Vector Regression (SVR) is
employed to train the estimator of multipath of each satel-
lite. With error analysis on real recorded data, we show that
our proposed method achieve state-of-the-art performance in
code multipath mitigation with 79% reduction on average
in terms of standard deviation of multipath error. The im-
provement on precision of positioning solution of multipath-
corrected data is of 25-35%.

1. INTRODUCTION

GPS multipath is defined as one or more indirect replicas of
line-of-sight signals received by the antenna from reflected
objects in its surroundings. Among variety of error sources
contaminating receivers’ measurements, multipath distur-
bance remains a major error impairing accuracy and preci-
sion of GPS positioning. Firstly, multipath error typically
causes range error up to 15 meters for code measurements
[2] and a few centimeters for carrier-phase measurements [3].
These range errors are intolerated for high-precision applica-
tions. Secondly, multipath noise is environment-dependent;
implying no correlation between multipath occurring at an
end of GPS baseline and that one at the other end. Thus,
the differential GPS which is employed to minimize the spa-
tially correlated error like tropospheric delay, ionospheric de-
lay, etc., does not work on multipath. Therefore, reduction of
multipath becomes essential for high-precision GPS applica-
tions.

Many approaches have been previously developed for
multipath mitigation. They can be classified into 3 cat-
egories: radio frequency (RF), receiver-based and post-
reception data processing approaches. RF approaches in-
volve multipath-rejecting antenna design techniques to at-
tenuate the undesired multipath signals before they enter
receivers [5], site selection to avoid obstacles [6] or using
electromagnetic fences [7] to minimize multipath signals.
Receiver-based approaches employ advanced correlator de-
sign techniques in receiver tracking loops to minimize mul-
tipath for code measurements [8] and carrier phase measure-
ments [9]. Despite the techniques of two foregoing cate-
gories are applied; in practice, the range error induced by
remaining multipath is still large at observable level [2, 3]

as previously mentioned. Hence, various post-reception data
processing techniques have been proposed for supplementar-
ily reduction of remaining multipath. These approaches can
be further classified as frequency-domain and time-domain
processing. As the former is concerned, based on spectrum
analysis of code-minus-carrier (CmC) sequence, multipath
errors can be minimized by nulling out the spectrum in its
bounded frequency region [10]. Multipath signature can also
be extracted with wavelet decomposition, which then can
be directly applied to remove multipath errors from subse-
quent measurements [11, 12]. However, correcting multipath
noise on frequency domain may affect other secondary sig-
nals that are derived to study other phenomena like earth-
quake, etc. as their spectrum may overlap with the spec-
trum of multipath. An approach adopting signal-to-noise
measurement as a measure of precision of carrier-phase mea-
surements to weight each receiver-satellite pair [13, 14]; un-
fortunately, they are not always available in RINEX obser-
vation file which makes it inapplicable in many situations.
Regarding to time domain processing methods, the typical
technique is carrier smoothing filter (CSF) [1] to average
out noisy code measurements with precise but ambiguous
carrier phase measurements. Still, CSF is effective to re-
duce receiver noise and very high-frequency multipath error
for a given smoothing window width but less operative for
lower frequency multipath error [10]. A major trend in time-
domain processing is the modeling approach which takes ad-
vantage of repeatability of multipath sequences on daily ba-
sis of a fixed station to stack multiple multipath sequences
of consecutive days [4, 15, 16]. The stacked multipath se-
quences are then time-shifted with repeatable period to cal-
ibrate multipath error for subsequent measurements. How-
ever, it is not obvious which time shift to use since different
satellites are visible at different times of the day and they or-
bit the earth with slightly different periods. Following this
trend, this work suggests a novel non-parametric model by
posing multipath error as a function of repeatable geometry
of a satellite with respective to a fixed receiver and the func-
tion is determined by learning from historical multipath data.

This paper has the following contributions: (1) proposes
a novel multipath model based on nonlinear regression ap-
proach with ability to efficiently mitigate code multipath
error of fixed GPS stations and (2) demonstrates that our
method achieve strong results on real data.

2. GPS OBSERVATION MODELS AND MULTIPATH
EXTRACTION

In this section, we will firstly review the mathematical mod-
els of GPS observations. Sequentially, we will construct the
residual of code measurements and carrier measurements to
expose the multipath error term that is necessary to extract
multipath training data from GPS observations.
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2.1 GPS Observation Models

The mathematical models for GPS code measurements and
carrier-phase measurements are given as (1) and (2) respec-
tively [1, 2].

ρ = r+ c[δ tu−δ ts]+ I+T +ηρ (1)

φ = r+ c[δ tu−δ ts]− I+T +N+ηφ (2)

where ρ and φ denote code and carrier-phase measurement
respectively. r is the true range from receiver to satellite
and c is WGS84 propagation constant. δ tu and δ ts repre-
sent receiver and satellite clock errors whereas I and T are
ionospheric and tropospheric delay respectively. N is carrier
phase integer ambiguity. Finally, ηρ and ηφ denote multi-
path error and receiver noise contributing to code and carrier-
phase measurements. The opposite signs of I in (1) and (2)
is due to the fact that the ionosphere affects code and car-
rier measurements equally but in opposite directions when
the signals travel through dispersive ionospheric layer.

2.2 Extraction of Multipath Error

Isolated multipath errors are needed to train multipath esti-
mators that will be depicted in Section 3. The multipath noise
of code measurements can be exposed by making residual of
code measurements ρ and carrier phase measurements φ to
eliminate the common terms including the true range, clock
errors and tropospheric delay. As a consequence, the CmC
quantities are produced as (3).

χ = ρ −φ

= 2I−N+ηρ −ηφ (3)

Practically, the phase noise is far smaller than the code noise:
ηρ ≫ ηφ ≈ 0. Hence, the phase noise ηφ can be ignored for
simplicity. Furthermore, in order to isolate multipath error,
the ionospheric delay and the integer ambiguity need to be
removed from χ quantities. Notice that the ambiguity N is a
constant bias as long as no cycle slips occur; and additionally,
since ηρ is zero-mean, we can compute by averaging over a
given orbit arc, and then subtract this average value from the
χ value at each epoch. The averaging should be restarted if
any cycle slip occurs. Regarding to ionospheric delay, there
are several techniques that can be used for removal. In case
of dual-frequency receivers where dual-frequency measure-
ments are available, it is removed by forming ionosphere-free
measurements before calculating the residuals. Otherwise, in
case of single-frequency receiver, it can be removed by fitting
a low frequency polynomial to the CmC sequence. It is guar-
anteed that no multipath error is incidentally removed as long
as the polynomial has lower frequency than that of the multi-
path fading frequency [10]. Eventually, only code multipath
and receiver noise ηρ remain in χ .

3. MULTIPATH ESTIMATION WITH SUPPORT
VECTOR REGRESSION

In this section, we examine the repeatability of geometries of
GPS satellites and multipath signals of a fixed ground station.
Taking advantage of these characteristics, we pose the mul-
tipath mitigation as a nonlinear regression problem and the
problem is addressed by Support Vector Regression (SVR).

3.1 Repeatability of Multipath of Fixed Ground Stations

The fact is that the GPS satellites orbit the Earth with an or-
bital period of a half sidereal day, giving rise to the same
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Figure 1: Geometry footprints of 4 satellites PRN 02, 05, 09,
and 12 in 4 consecutive sidereal days.

satellite configuration at the same time on successive side-
real days. The repeatable period of satellite geometry has
been discussed in [4, 15]. For a fixed ground station, due to
the repetition of GPS satellites’ geometries in the sky with
respect to the receiver on sidereal daily basis, the multipath
signature has a high day-to-day correlation that can be ex-
ploited for multipath mitigation. For illustration, Figure 1
shows skyplot of geometries of 4 visible satellites during 4
normal days from day 306 to 309 of 2010. The used data
was recorded at 0.1 Hz at the station equipped with Trimble
NetRS receiver on the rooftop of N2 building in Nanyang
Technological University campus. For the sake of simplic-
ity and clarity, only 4 of 31 in-view satellites whose full arcs
completely fall in each day period are plotted. The footprints
of the repeated geometries of the satellites are obviously
showed. Figure 2 further exemplifies multipath sequences
of ionospheric-free code (PC) measurements of the particular
satellite PRN 12 with respect to its geometry arcs in Figure
1 to demonstrate the correlation of the multipath sequences
between the days. The original multipath sequences are in
blue on top of Figure 2. The correlation is more clearly
revealed after we smoothed the sequences with CSF with 50-
second window to largely remove high-frequency noise. Two
smoothed sequences are in red at bottom of Figure 2. The
CSF is implemented in recursive form of (4).

χ̄(t+1) =
τ −1

τ
χ̄(t)+

1

τ
χ(t+1) (4)

where τ , χ̄ , and t represent smoothing window, smoothed
CmC and epoch index respectively. The normalized cor-
relation of the sequences of the four days are numerically
tabulated in Table 1. These strong evidences emphasize the
high correlation of multipath error corresponding to a satel-
lite among consecutive sidereal days as long as the surround-
ing environment stays constant. Taking advantage of these
characteristics, multipath error is reasonably considered as a
function of receiver-satellite geometry which is featured by
azimuth and elevation of the satellite with respect to the re-
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Figure 2: Multipath sequences of PRN 12 in two sidereal
days 306 and 307. The blue and red ones correspond to the
original and 50-second CSF-smoothed multipath sequences.

ceiver. In other words, viewed as regression problem, esti-
mating multipath is a 2-dimensional regression setting:

multipath= f (azimuth,elevation). (5)

Table 1: Normalized cross-correlation of PRN 12’s multipath
sequences. The upper triangle in red and the lower trian-
gle in blue are respective to the original and 50-second CSF-
smoothed multipath sequences.

Day 306 Day 307 Day 308 Day 309

Day 306 N/A 0.6671 0.5211 0.5436
Day 307 0.9065 N/A 0.6517 0.5254
Day 308 0.8772 0.8997 N/A 0.6262
Day 309 0.8636 0.8630 0.8859 N/A

3.2 Modeling Periodic Multipath

Denote x ∈ R
2 be vector of azimuth and elevation and y ∈ R

be multipath error, given the multipath model in (5), our goal
is to learn a function f : R2 7→ R mapping from an observa-
tion vector x to an estimate of multipath ŷ. Formally, this can
be accomplished by first choosing a set of N training samples
{(x1,y1), . . . ,(xN ,yN)} ∈R

2×R. Due to noise in the training
data, it is unlikely that f (xi) will be equal to yi for all xi, so a
loss function L( f (x),y) must also be chosen to quantify the
penalty for f (xi) differing from yi. The estimator f can be
found by minimizing the total loss over the training data.

For each satellite, the multipath estimator is trained us-
ing ε-SVR [17]. We denote the regression function f (x) =
〈w,x〉+b where w ∈ R

2 is the weight vector, b ∈ R is a bias
term and 〈·, ·〉 denotes the dot product. The ε-insensitive loss
function given by (6) is chosen and the function f (x) is found
to have at most ε deviation from the targets yi for all training
samples while it is as flat as possible; that is, the norm ‖w‖2

is as small as possible.

L( f (x),y) =

{

0 if | f (x)− y|< ε
| f (x)− y|− ε otherwise

(6)

f (x) can be solved through the following optimization prob-
lem [17]:

minimize 1
2
‖w‖2 +C∑N

i=1(ξ +ξ ∗
i ) (7)

subject to

{

yi−〈w,xi〉−b ≤ ε +ξi
〈w,xi〉+b− yi ≤ ε +ξ ∗

i
ξi,ξ

∗
i > 0

(8)
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Figure 3: Multipath and response of multipath estimators on
data of the day 310 of 2010 corresponding to the satellites
PRN 02, 05, 09, and 12.

where ε > 0 is the parameter in the ε-insensitive loss func-
tion and controls the accuracy of the regressor. The con-
stant C > 0 adjusts the trade-off between the regression er-
ror and the regularization on f . ξ = {ξ1, . . . ,ξN} ∈ R

N and

ξ ∗ = {ξ ∗
1 , . . . ,ξ

∗
N} ∈ R

N are slack variables allowing errors
around the regression function. After solving the optimiza-
tion problem, the form of the estimator is:

f (x) =
NSV

∑
i=1

ωiκ(x, pi)+b (9)

where ω1 . . .ωNSV
are scalar coefficients, p1 . . . pNSV

are sup-

port vectors, a subset of training examples, and κ : R2 ×
R

2 7→ R is a kernel function. f (x) depends only on the
training samples having nonzero coefficients (support vec-
tors) through the representation of the kernel function κ . The
Gaussian radial basis function kernel given by (10) is reason-
ably chosen due to its ability to handle nonlinearity.

κ(xi,x j) = exp(−γ‖xi− x j‖
2) (10)

4. EXPERIMENT

In this section, we will describe experiments conducted to
train multipath estimators and subsequently use them for
multipath calibration. We demonstrate that our approach out-
performs state-of-the-art results in multipath mitigation in
term of standard deviation. The advantages of the exploited
methods will be also discussed.

4.1 Training Multipath Estimators

For each satellite, the training data is prepared from 4-day
data from day 306 to 309 aforementioned in Section 3, which
is redundant enough to capture distribution of multipath se-
quences. Azimuth/elevation of the satellites with respect to
the receiver, which are inputs for training, are computed
from broadcast navigation data. Regarding to desired mul-
tipath outputs for training, after being detached from obser-
vation data, the CmC sequences containing multipath errors
ηρ are filtered with CSF to remove high-frequency noise.
This smoothing operation helps to clearly expose multipath
patterns; as a result, to enhance the estimators’ generaliza-
tion. Scaling is necessarily applied to the training data be-

1797



0 500 1000 1500 2000 2500 3000 3500
−5

0

5

(m
)

PRN 12

 

 

0 500 1000 1500 2000 2500 3000 3500
−5

0

5

(m
)

 

 

0 500 1000 1500 2000 2500 3000 3500
−5

0

5

epoch

(m
)

 

 

multipath corrected with SVR

multipath smoothed with CSF

original multipath

Figure 4: Multipath corrected with with CSF following by
SVR estimators on PRN 02’ data of day 310 of 2010.

fore feeding them to training. The main advantage of scal-
ing is not only to avoid numerical difficulties during the cal-
culation but also to prevent domination of values in greater
numeric ranges over those in smaller numeric ranges. The
libSVM package [18] which implements ε-SVR was used to
find the support vectors and coefficients ω of the estimators.
Using grid search and cross-validation, ε , the kernel param-
eter γ and the penalty parameter of the error term C are set
to optimize the SVR estimators’ generalization performance.
Learning from the training data set, the support vectors and
coefficients ω are chosen to minimize the loss. Each trained
estimator f should estimate multipath error when presented
with a new observation of azimuth/elevation thereafter. Fi-
nally, the proper multipath correction is directly applied to
code measurements of successive days. Note that the inputs
need to be scaled as they have been done in training phase
and so are the estimated multipath values.

4.2 Experiment Results

The trained multipath estimators were employed to correct
data of day 310 of 2010. Figure 3 particularly presents multi-
path errors of PC measurements and responses of the estima-
tors corresponding to the satellites PRN 02, 05, 09, and 12.
As we can see, the SVR estimators capture the trend of the
data very well. To visualize the efficiency of the SVR estima-
tors, Figure 4 shows the multipath noise reduced for PRN 02
in comparison among original multipath, multipath corrected
with CSF followed by SVR estimators. The notable mitiga-
tion of multipath obtained by our method is clearly disclosed.
Performance of all multipath estimators of the visible satel-
lites can be found in Table 2 which tabulates multipath reduc-
tion in term of standard deviation and percentage. For code
multipath, the percentages of reduction approximately range
from 68 to 91%. With the modeling in Section 3.1, perfor-
mance of each satellite’s multipath estimator depends on the
precision of its broadcast ephemeris and how fast the reflect-
ing surfaces along the propagation direction change between
two consecutive days. This explains the variation in perfor-
mance of the estimators in Table 2. Nevertheless, the results
of our proposed method outperforms the highest published
results in [10] which ranges from 50 to 70%. On average,
calibrating the data with CSF followed by SVR estimators
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Figure 5: Positioning solution with different data sets of day
310 of 2010.

gains improvement from 36.68 to 78.99%.

Table 2: Standard deviation (m) of noise before and after
correction applied with CSF and SVR estimators.

PRN Original noise CSF corrected SVR corrected

02 1.4927 0.9992 (33.06%) 0.3671 (75.41%)
03 1.1479 0.6741 (41.28%) 0.2478 (78.41%)
04 1.4009 0.8913 (36.38%) 0.2201 (84.29%)
05 1.2474 0.7722 (38.10%) 0.2325 (81.36%)
06 1.3194 0.6957 (47.28%) 0.2946 (77.67%)
07 1.2561 0.8768 (30.20%) 0.2711 (78.42%)
08 1.2806 0.8680 (32.22%) 0.2409 (81.19%)
09 1.3406 0.7955 (40.66%) 0.3599 (73.15%)
10 1.2084 0.7954 (34.18%) 0.2193 (81.85%)
11 1.4290 0.9993 (30.07%) 0.2995 (79.04%)
12 1.4813 0.9943 (32.87%) 0.2509 (83.06%)
13 1.5451 0.9960 (35.54%) 0.4969 (67.84%)
14 1.4514 0.8575 (40.92%) 0.2880 (80.16%)
15 1.3496 0.9539 (29.32%) 0.3034 (77.52%)
16 1.2200 0.7730 (36.64%) 0.3902 (68.01%)
17 1.4946 0.9515 (36.34%) 0.2763 (81.51%)
18 1.7889 1.1555 (35.40%) 0.3425 (80.85%)
19 1.1336 0.6832 (39.73%) 0.2506 (77.90%)
20 1.3501 0.8263 (38.80%) 0.2020 (85.04%)
21 1.1886 0.7329 (38.34%) 0.3492 (70.62%)
22 1.2568 0.8065 (35.83%) 0.3058 (75.67%)
23 1.2730 0.8483 (33.36%) 0.3378 (73.47%)
24 1.4779 0.9000 (39.11%) 0.1706 (88.46%)
25 1.4986 0.9260 (38.21%) 0.2914 (80.55%)
26 1.4292 0.9721 (31.99%) 0.2940 (79.43%)
27 1.9437 1.1705 (39.78%) 0.2504 (87.12%)
28 1.2519 0.8063 (35.59%) 0.2662 (78.74%)
29 1.6434 1.0105 (38.51%) 0.5116 (68.87%)
30 1.3446 0.8137 (39.48%) 0.1207 (91.02%)
31 1.3725 0.8317 (39.40%) 0.2569 (81.28%)
32 1.3985 0.8607 (38.46%) 0.2675 (80.87%)

Average reduction 36.68% 78.99%

The goodness of the corrections is additionally illus-
trated in position domain. Figure 5 shows the variation of
solved positions from the known nominal position of the re-
ceiver. Weighted Least Mean Square single-point position-
ing with broadcast navigation data was applied to the data
sets. The measurements were only multipath-corrected while
other noises and biases were kept untouched. The plot re-
veals noticeably higher centralization of the solution on the
data corrected with SVR multipath estimators over those ob-
tained from the original data and the CSF-corrected data.
The reduction of standard deviation of coordinate time series
North, East and Up is tabulated in Table 3.

4.3 Discussion

For comparison with the existing works, the disadvantage of
the multipath model in [4, 15, 16] by stacking multipath se-
quences of multiple days is that it is not obvious which time
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Table 3: Standard deviation (m) of coordinate time series of
position solutions on different data sets.

Original CSF corrected SVR corrected

North 0.9136 0.7223 (20.94%) 0.5902 (35.40%)
East 1.2180 0.9997 (17.92%) 0.9033 (25.94%)
Up 2.6069 2.1715 (16.70%) 1.9496 (25.21%)
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Figure 6: Simulation of event signal added to PC measure-
ments of PRN 12. It can be seen that the event signal is in-
deed left intact from correction of PRN 12’s SVR estimator.

shift to use when different satellites are visible at different
times of the day as the input of the model is discrete time. In
addition, with the trend of high-rate GPS applications, stack-
ing data requires more and more storage. The way we model
multipath signal as a function of continuous azimuth and el-
evation overcomes their difficulty in determination of time-
shift. Continuity makes the trained estimators applicable for
different data-rate applications. Furthermore, our model is
parameterized by a subset of training data, being more sim-
ple while requiring less storage. One distinct advantage of
our approach over other methods like [10, 11] is that it pre-
serves signals of studied phenomena. This can be achieved
by training the models with data on normal days before using
them to correct data on the following day with phenomena
occurring. For the purpose of demonstration, we simulated
an event with the signal given by (11) to add to PRN 12’s PC
measurements of the day 310.

e(t) = 2cos(
π

20
+π)+ cos(

π

15
) (11)

Since signals of phenomena are usually of low frequency, the
frequencies of the simulated event were chosen to diminish
effects of CSF which is a low-pass filter. Then PRN 12’s
multipath sequence was smoothed, then corrected with PRN
12’s SVR estimator. As we can see in Figure 6, the corrected
multipath sequence aligns very well with the event signal.

As the environment changes with time, performance of
the estimators would temporally degrade. Therefore, multi-
path estimators need to be equiped with adaptibility, which
is not addressed in our work. In addition, due to low compu-
tational demand of real-time multipath correction, the multi-
path model is required to be as simple as possible. Compu-

tational complexity of the proposed method, which depends
on the number of support vectors, need to be accessed.

5. CONCLUSION

In this article, we presented a nonlinear regression approach
addressing GPS multipath mitigation problem for fixed sta-
tions with the abilities to learn with a few days training data
and to correct measurements with multipath error largely re-
duced. Our proposed method achieved state-of-the-art per-
formance. Furthermore, the multipath estimators are harm-
less to simulated signals of phenomena.
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