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ABSTRACT

We present strategies for perceptual improvements of em-

bedded audio coding based on psychoacoustic weighting and

spectral envelope restoration. The encoding schemes exhibit

fine-grain bitrate scalability via the set partitioning in hierar-

chical trees (SPIHT) algorithm. Weighting factors and enve-

lope parameters are transmitted under careful consideration

of the amount of side information. For low bitrates, where the

number of actually transmitted waveform coefficients is low,

missing coefficients are shaped w.r.t. the spectral envelope.

In our approach, the envelope information is transmitted in

form of band-wise values of the l1-norm. Sets of standard-

ized audio files as well as various audio data of contemporary

music are encoded and the results are analyzed with objective

measures of perceptual quality. The proposed coding scheme

competes in perceptual quality with existing state-of-the-art

fixed bitrate coders such as MPEG-2/4 AAC. For low bitrates,

the proposed embedded coding envelope restoration (ECER)

improves the perceptual audio quality notably.

Index Terms— progressive audio compression, noise

shaping, embedded coding, scalability.

1. INTRODUCTION

State-of-the-art lossy audio coders, such as MPEG-2/4 AAC,

MP3 or WMA provide perceptual transparent audio quality

at fixed target bitrates between 48-128 kbps (kbits per sec-

ond). This quality is achieved via sophisticated compression

techniques that shape the inevitable quantization noise un-

der consideration of psychoacoustic principles, and thereby

conceal the perceptual distortion. In these audio coding

schemes a fixed target and non-embedded code stream is com-

monly used, rendering it difficult to transcode an existing

encoded signal to higher or lower bitrates. This is a draw-

back particularly for audio transmission via heterogeneous

networks and wireless links with time-varying capacity. To
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overcome this drawback, several approaches for a certain bit-

rate scalability with varying quality have been presented (e.g.

[1, 2, 3, 4, 5, 6]). For low bitrates, say, below 64 kbps, the

perceived quality for both, scalable and fixed target bitrate

coders, decreases markedly.

Recent attempts to mitigate the distortions for low bi-

trates are directed toward a restoration of waveform coeffi-

cients from parameterized quantities of the spectral envelope.

Spectral band replication (SBR) approaches replicate high

frequency components from the transmitted low-frequency

bands under consideration of transmitted parameters of the

spectral envelope ([7]). Again, these methods are designed

for fixed target rates and cannot be easily applied for fine-

grain scalable codecs that provide progressive transmission

with bit-wise quality-embedded codestreams.

In this paper, we propose a restoration technique that

can even be used if only a few, or even none, of the ac-

tual waveform coefficients have been transmitted. In the pro-

posed scheme, in addition to band-wise weighting data (i.e.

scale factors, [8]) the scalefactor-band wise values of the l1-

norm of the spectral envelopes are calculated and transmitted

as side information. This side information is followed by a

fully embedded bitstream which is created by the set parti-

tioning in hierarchical trees (SPIHT) algorithm and describes

the actual waveform of the signal. On the decoder side, the

l1-norm is used as a measure of the uncertainty on the spec-

tral coefficients in a scale factor band. The magnitudes of

already SPIHT-decoded coefficients are subtracted from the

l1-norm and reduce the uncertainty on the remaining coeffi-

cients. Spectral gaps are then filled with uniform noise in such

a way that the total l1-norm of the envelope is preserved and

none of the introduced noise samples exceeds the uncertainty

threshold of the SPIHT algorithm.

This paper is organized as follows. In the next section

we develop the technical details behind the proposed scalable

coding scheme. In the Section 3 we present our results and

compare them to existing state-of-the-art fixed-rate codecs.

We conclude in Section 4.
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2. TECHNICAL DESCRIPTION

Lossy audio encoders typically consist of three essential

building blocks: a time-frequency transform that maps the

time domain signal frame-wise into the spectral domain, a

quantization, bit allocation and bitstream formatting block,

and a psychoacoustic model, which estimates the percep-

tual relevancy of the introduced quantization noise. In our

scheme, the widely used modified discrete cosine transform

(MDCT, e.g. [9, 10]) is used, where the number of chan-

nels per frame is set to 1024. The estimation of perceptual

relevance is performed via the the MPEG-2/4 psychoacoustic

model ([11, 12]). For an audio file sampled with CD quality

(44.1kHz, 16Bit) the 1024 MDCT channels are grouped into

49 scale factor bands (SFBs), and for each SFB, the percep-

tual masking threshold is calculated with the psychoacoustic

model. In our setup the SPIHT algorithm [13] is used as quan-

tization and embedded bitstream forming procedure. Origi-

nally developed for image coding, SPIHT has also been fre-

quently applied for audio coding (e.g. [1, 14, 15, 6]). To

combine the three building blocks, the MDCT coefficients

are weighted band-wise with the inverse masking threshold

(e.g. [16, 17, 8]). As pointed out by Schuller et al. ([17])

the weighting can be seen as a normalization to its mask-

ing threshold and thus the level of perceptual noise is con-

stant. After the weighting is applied, the time signal recon-

structed from the weighted MDCT now shows a flat mask-

ing threshold, exemplified in Fig. 1. The masking threshold

needs to be transmitted to the decoder as side information.

This is done via the well-known scale-factor method (an in-

structive description is given in [18]). The differential indices

of the scale factors are encoded via Huffman tables. In our

approach, we use a dynamic encoding procedure where we

determine for each frame whether the index differences be-

tween the scale-factor bands within the frame or the differ-

ences to the previous frame can be encoded more efficiently.

The encoding of this information causes one bit overhead for

each frame. The weighted MDCT coefficients are finally en-

coded with the SPIHT algorithm. SPIHT is a fully embed-

ded bitplane encoding scheme. The basic idea is to transmit

the waveform transform coefficients frame-wise and via a bit-

slicing technique, which starts from the most-significant bit-

plane and then transmits the other bitplanes with decreasing

order. A frame-wise constant threshold T is progressively re-

duced (i.e. halved) in every iteration step. Values above the

threshold are rated significant and are encoded in the layered

bit stream. The partial ordering of the significant coefficients

is accomplished by a tree-based mapping technique with a

pre-defined tree structure. The decoded signal approxima-

tions are reconstructed in a bit-by-bit manner, where every

bit adds or subtracts a fraction of the threshold T and thus

increases the accuracy of the reconstructed signal. For sim-

plicity, we use the tree as in [14] with N = 4, but note that

improvements of SPIHT coding performance can be achieved
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Fig. 1. MDCT coefficients and their masking thresholds. Up-

per panel: A typical set of MDCT coefficients (black stems)

together with the associated masking threshold (dash-dotted

line, in dB). Lower panel: The MDCT vector after weighting

with the inverse threshold. The associated masking threshold

of the time signal reconstructed from the weighted MDCT is

included. See text for further explanations.

by using dynamic significance tree methods ([5, 19]). Sub-

sequent to the decoding, the (weighted) MDCT approxima-

tions are re-scaled with the quantized masking threshold and

the time signal is synthesized using the inverse MDCT and

an overlap-and-add method ([9, 10]). This simple but ele-

gant low-bitrate scalable coder (LSC) already provides fine-

grain scalability down to a core bitrate of typically around 8

kbps, depending on the encoded audio data and the amount

of overhead that needs to be transmitted. It is clear, how-

ever, that for bitrates below a certain limit, the loss in percep-

tual quality due to the quantization distortion is significant.

At bitrates below, say, 60 kbps, too few of the perceptually



important waveform coefficients are decoded with reasonable

accuracy to allow for transparent coding. Typically, modern

audio coders tackle this problem by reducing the bandwidth

of the audio file, and thus reducing the amount of information

that needs to be transmitted. Clearly, this treatment reduces

the perceptual quality. Dietz et al. ([7]) introduced spectral

band replication (SBR) to mitigate the perceptual distortions

at low bitrates. In the SBR approach, transmitted parame-

ters of the spectral envelope are used to recreate, or restore,

high-frequency waveform coefficients from the low frequency

bands. However, to keep the flexibility of fine-grain scala-

bility, reconstruction and/or restoration of waveforms needs

to be a dynamic process. At a certain bitrate, only the non-

transmitted waveform coefficients should be restored, under

careful consideration of both the transmitted coefficients and

additional spectral information. In our approach we keep the

idea of the spectral envelope to derive the necessary spectral

information. We use the band-wise l1-norm of the weighted

MDCT coefficients (Xk, with k = 1, . . . , 1024) as measure of

the uncertainty on the coefficients and thus also as a measure

of the spectral envelope:

E(i) =

ku(i)∑

kl(i)

|Xk| (1)

where kl(i) and ku(i) are the lower and upper indices for band

i, respectively. For simplicity we choose the indices of the

SFBs. The envelope is transmitted as side information in the

same way as for scale factors, by using a lookup table and

subsequent dynamic differential Huffman encoding. In our

experiments with various audio data the amount of side in-

formation due to the quantized envelope increased by 30-90

percent. During the decoding procedure, the quantized en-

velope information Q(E(i)) per band is used as an indicator

of the coefficient uncertainty. As quantized waveform coef-

ficients qR(Xk) at bitrate R are recovered from the SPIHT

bitstream, the uncertainty measure reduces as

Ares(i) = Q(E(i)) −

ku(i)∑

kl(i)

|qR(Xk)| (2)

Note that for a given bitrate some or all transform coefficients

may have not been transmitted and thus the corresponding

qR(Xk) can be zero. If the residual Ares(i) is positive, the

remaining gaps due to the non-transmitted transform coeffi-

cients are ’filled’ with random uniform noise. The noise co-

efficients are scaled such that their corresponding l1-norm for

band i equals αAres(i), with a global parameter α ≥ 0.0. In

our experiments we achieved best results with 0.4 ≤ α ≤ 0.6.

Another restriction on the noise coefficients is that none of

the coefficients exceeds the actual significance threshold of

the SPIHT algorithm. After re-weighting with the masking

threshold, the audio signal is reconstructed in the known man-

ner. The proposed method is called embedded coding enve-
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Fig. 2. Comparison of masking threshold and (non-weighted)

spectral envelope: Shown are the masking threshold M(i)
(dash-dotted line) and the associated re-scaled envelope

E(i)M(i) (solid line). To illustrate the resemblance, M(i)
has been multiplied by a factor of 2.0. See text for further

explanations.

lope restoration (ECER) and the LSC equipped with ECER is

named LSC ECER.

In our effort to reduce the amount of side information,

we also consider existing relationships between the mask-

ing threshold and the spectral envelope. Naturally, masking

thresholds and (non-weighted) spectral envelopes, as a mea-

sure of spectral power, show high correlations for the lower

bands. A typical example for this resemblance is shown in

Fig. 2, where the masking threshold M(i) and the re-scaled

envelope E(i)M(i) show a high resemblance for the lower

bands. For high frequencies the threshold of hearing is the

dominant masker. We recognize that generally, this resem-

blance is valid for the bands 1 to 33. Thereby, similar to the

effects on the masking threshold stated above (exemplified in

Fig. 1), the weighting with the inverse masking threshold re-

sults in a roughly constant value for E(i). In one experiment,

we set the transmitted spectral envelope to an estimated con-

stant and transmit one value for the bands 1-33. The constant

is estimated frame-wise by a linear regression of M(i) and

E(i)M(i). Thereby, about 60 to 70 percent of the additional

overhead due to ECER is saved. This experiment is called

LSC ECER-base (short: ECER-base). The performance of

the proposed schemes is discussed in the next section.

3. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of the presented

methods by means of objective perceptual quality measures.

For this we encoded audio data with the proposed codecs



at different bitrates and calculated averages of the estimated

quality. The first chosen dataset is the SQAM data base ([20]),

which consists of 16 files of various sound and speech record-

ings. The second set consist of 12 files of contemporary pop

music (including among others: Suzan Vega, Tracy Chapman,

Robbie Williams, The Tiger Lillies, etc.). The measurement

of objective perceptual quality has been performed with the

PEAQ software tool ([21]). PEAQ provides the objective dif-

ference grade (ODG) as perceptual quality measure, where

an audio file is rated continuously from 0.0 (imperceptible

distortion to reference signal) to −4.0 (very annoying differ-

ences) ([21]). An ODG below −1.0 is said to have ’percep-

tible but not annoying’, below −2.0 ’slightly annoying’ and

below −3.0 ’annoying’ distortions.

The audio files have been encoded at bitrates between 24

and 128 kbps and ODG averages were calculated for both

data sets. For the LSC ECER and ECER-base α was set to

0.5. To compare the performances with state-of-the-art audio

codecs we used the MPEG-2/4 AAC reference implementa-

tion ([22]) at fixed target bitrates. Since the original intro-

duction of the standard, AAC encoders have been continu-

ously improved, and therefore we also used a state-of-the-art

Nero AAC implementation (version 1.1.34.2, 2007) as an up-

per limit for the quality that can be achieved when no embed-

ded bitstream is created. We further used the scalable AAC

BSAC scheme which was provided with the AAC reference

software ([2, 22]). AAC BSAC exhibits scalability starting

from a base layer of 16 kbps, with several possible enhance-

ment layer up to 64 kbps. The minimum layer step size is 1

kbps.

The results of the ODG measurements are summarized in

Fig. 3. As one can see, LSC and LSC ECER generally out-

perform the AAC reference implementation for low bitrates.

This is clearly visible for the SQAM database (Fig. 3, up-

per panel), where the LSCs show a superior quality to the

AAC reference implementation. Furthermore, the ECER ap-

proaches generally improve the quality significantly in com-

parison to the pure LSC. ECER-base performs slightly below

LSC ECER for bitrates under 64 kbps. For high bitrates the

AAC reference implementation reaches a saturation in qual-

ity for some individual sounds, which explains the plateau-

like slope. For the set of contemporary sounds (Fig. 3, lower

panel) the LSCs show superior quality to the AAC reference

for bitrates below 80 kbps. Again clearly visible is the in-

crease in quality for LSC ECER and ECER-base compared

to the pure LSC. Both ECER and ECER-base are of roughly

the same quality, with a slight advancement of ECER-base

for bitrates above 64 kbps. Apparently, the reduced overhead

of ECER-base, compared to LSC ECER, compensates a pre-

sumed quality loss for low bitrates and leads to the quality

increase for high rates, where the coefficient uncertainty is

vanishing. AAC-BSAC, within its range of scalability, shows

a poor quality, and can hardly compete with the LSCs at bi-

trates above 40 kbps.
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Fig. 3. Averaged ODG results. The audio files have been

encoded at different bitrates with the proposed audio coding

schemes and the AAC implementations. Upper panel: results

for the SQAM audio data base. Lower panel: Similar analysis

for a set of contemporary music.

4. CONCLUSIONS

We presented lossy audio coding schemes with fully embed-

ded fine-grain scalability down to a core bitrate of about 8

to 16 kbps. The codecs are based on the appropriate weigh-

ing of the waveform coefficients with the (inverse) masking

threshold and additionally, in the ECER approach, with the

restoration of (non transmitted) coefficients from the spectral

envelope, which were transmitted as band-wise values of the

l1-norm. Objective measurements of perceptual quality with

datasets of standardized audio data and contemporary music

revealed that the proposed codecs can compete with modern

fixed-rate audio coders. The LSC ECER shows a significant



improvement in perceptual quality for bitrates below 64 kbps,

in comparison to the pure LSC and the MPEG AAC refer-

ence implementation, and can measure up with state-of-the-

art fixed target bitrate codecs. In fact, the additional amount of

side information due to the encoded spectral envelope could

be further reduced by using existing relationships between

the masking threshold and the spectral envelope. The results

are very promising, and it is assumed that a further tuning of

ECER and the application of more sophisticated dynamic sig-

nificance tree methods ([19]) will further increase the quality.
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