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Abstract

This work presents a feature-extraction method that is based on the theory of invari-

ant integration. The invariant-integration features are derived from an extended time

period, and their computation has a very low complexity. Recognition experiments show

a superior performance of the presented feature type compared to cepstral coefficients

using a mel filterbank (MFCCs) or a gammatone filterbank (GTCCs) in matching as well

as in mismatching training-testing conditions. Even without any speaker adaptation, the

presented features yield accuracies that are larger than for MFCCs combined with vo-

cal tract length normalization (VTLN) in matching training-test conditions. Also, it is

shown that the invariant-integration features (IIFs) can be successfully combined with

additional speaker-adaptation methods to further increase the accuracy. In addition to

standard MFCCs also contextual MFCCs are introduced. Their performance lies between

the one of MFCCs and IIFs.
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1. Introduction

A wide variety of applications of automatic speech recognition (ASR) systems can be

found nowadays. Though major advances are reported regularly, generally, the perfor-

mance of ASR systems is still far below the human one, which degrades the user accep-

tance. Different reasons for the performance lag can be made up; these can be, for exam-

ple, sensitivities to environmental noise or to the characteristics of the speech-transmission
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channel. A general problem in speaker-independent ASR is the high variability that is

inherent in human speech. Benzeghiba et al. [1] give a detailed review of different kinds

of variabilities in ASR. Two broad groups of variabilities can be defined: extrinsic (non-

speaker related) and intrinsic (speaker-related) variabilities. Environmental noise and

transmission artifacts are two examples of extrinsic variabilities. Besides varying accents,

speaking-styles and -rates, age, and emotional state, it is the shape of the vocal tract

that intrinsically contributes to the variable occurrence of speech signals representing the

same textual content. The problems originating from different vocal tract lengths (VTLs)

become especially apparent in mismatching training-testing conditions. For example, if

children use an ASR system whose acoustic models have only been trained with adult data,

the recognition performance degrades significantly compared to the performance of adult

users. Therefore, in speaker-independent ASR systems, one often uses speaker-adaptation

techniques to reduce the influence of speaker-related variabilities. There is ongoing work

for addressing each of the variabilities mentioned above. The work presented in this paper

focuses on the VTL as a source of variability between individual speakers.

A common model of human speech production is the source-filter model [15]. In this

model, the source corresponds to the air stream originated from the lungs and the filter

corresponds to the vocal tract, which is located between the glottis and the lips, and is

composed of different cavities. The VTL describes the distance between the glottis and

the lips. On average, the VTL is about 14 cm for adult women and 17 cm for men [2].

The locations of the vocal tracts’ resonance frequencies (the “formants”) shape the overall

short-time spectrum and define the phonetic content. The spectral effects of different

VTLs have been widely studied, see [1] and references therein. An important observation

is that, while the absolute formant positions of individual phones are speaker specific, their

relative positions for different speakers are somewhat constant. A relation that describes

this observation is given by considering a uniform tube model with length l. Here, the

resonances occur at frequencies Fi = c · (2i− 1)/(4l), i = 1, 2, 3, . . ., where c is the speed

of sound [7]. Using this model, the spectra S of the same utterance from two speakers A

and B with different VTLs are related by a scaling factor αS, which is also known as the
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frequency-warping factor:

SA(ω) = SB(αS ·ω). (1)

Though Eq. (1) is only a rough approximation for the real relationship between spectra

from speakers with different VTLs, methods that try to achieve speaker independency for

an ASR system commonly take this relationship as their fundamental assumption.

A TF analysis of the speech signal is usually the first operation in an ASR feature-

extraction stage after possible preprocessing steps such as pre-emphasis or noise cancel-

lation. This analysis tries to simulate the human auditory system up to a certain degree,

and different methods have been proposed. As it is done for the computation of the well-

known mel frequency cepstral coefficients (MFCCs), a basic approach is the use of the

fast Fourier transformation (FFT) applied on windowed short-time signals whose output

is weighted by a set of triangular bandpass filters in the spectral domain [15]. Another

common filterbank approach uses gammatone filters [35]. These filters were shown to fit

the impulse response of the human auditory filters well. Both types of TF analysis meth-

ods have in common that they locate the center frequencies of the filters evenly spaced on

nonlinear auditory motivated scales; in case of the MFCCs the mel scale is used [6], and

in case of a gammatone filterbank the equivalent rectangular bandwidth (ERB) scale is

used [18, 29, 35]. Different works make use of the observation that both the mel and the

ERB scale approximately map the spectral scaling as described in Eq. (1) to a translation

along the subband-index space of the TF analysis. More details will be given below.

Present methods that try to achieve speaker independency can be roughly grouped into

three categories. These groups act on different stages of the ASR process and often may be

combined within the same ASR system. One group tries to normalize the features after the

extraction [22, 46, 49] by estimating the implicit warping factors of the utterances. These

techniques are commonly referred to as VTL normalization (VTLN) methods. A second

group of methods adapts the acoustic models to the features of each utterance [10, 23].

The use of maximum-likelihood linear regression (MLLR) methods is part of most state-

of-the-art recognition systems nowadays. It was shown in [36] that certain types of VTLN

methods are equivalent to constrained MLLR. The third group of methods works on

the feature-extraction stage and tries to compute features that are speaker independent.
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In theory, this group of methods does not need an additional speaker-adaption step and,

hence, promises lower computational costs than the first two mentioned groups of methods.

While this is true in principle, practical experiments carried out in this work show that

even these methods may benefit from further speaker-adaptation techniques.

The concept of computing features that are independent of the VTL has been taken

up by several works in the past, and different methods were proposed. In the following, a

brief summary of these ideas is presented.

To begin with, Cohen [5] introduced the scale transformation which was further in-

vestigated for its applicability in the field of ASR by Umesh et al. [47]. Its use in ASR is

motivated by the relationship given in Eq. (1). One property of the scale transformation

is that the magnitudes of the transformations of two scaled versions of one and the same

signal are the same. Thus, the magnitudes can be seen to be scaling invariant. The scale

cepstrum, which has the same invariance property, was also introduced in the work of

Umesh et al. [47]. The scale transformation is a special case of the Mellin transformation.

The work of Patterson [34] describes a so-called auditory image model (AIM) that was

extended with the Mellin transformation in the work of Irino and Patterson [17]. Further

studies about the Mellin transformation have been conducted, for example, by Sena and

Rocchesso [44].

Various works rely on the assumption that the effects of inter-speaker variability caused

by VTL differences is mapped to translations along the subband-index space of an ap-

propriate filterbank analysis [26–28, 30–32, 37]. Mertins and Rademacher [26, 27] used a

wavelet transformation for the time-frequency (TF) analysis and proposed so-called vocal

tract length invariant (VTLI) features based on auto- and cross-correlations of wavelet

coefficients. Subsequent work [37] showed that a gammatone filterbank instead of a pre-

viously used wavelet filterbank leads to a higher robustness against VTL changes.

Previous works of the authors of this manuscript investigated translation-invariant

transformations that were originally developed within the field of image analysis [30–32].

In the present work, we propose a feature-extraction method that is based on the principle

of invariant integration. We refer to these features as invariant-integration features (IIFs)

in the following. While preliminary investigations [31] about this method showed the
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applicability as a proof-of-concept, here the method is consequently enhanced and stud-

ied in detail. Formally, the features are designed to be invariant to translations along

the subband-index space of the TF representation. The method for their computation is

based on the general approach of integrating feature functions over a group action, which

is mathematically well founded. It is shown that IIFs can be found that are more robust to

different VTLs than standard MFCCs and that, with an optimum parameter choice, even

perform superior to MFCCs in combination with speaker adaptation. Besides a compari-

son to MFCCs in combination with VTLN and MLLR, this article gives a detailed study

about the influence of the parameters on the recognition performance. Furthermore, its

robustness in different training-testing scenarios as well as their performance on different

corpora is investigated.

The following section explains general notions of the theory of invariants and describes

three canonical approaches for obtaining invariants. Section 3 describes the approach of

invariant integration and shows how it can be applied to the field of speaker-independent

ASR. In that section the IIFs are formally defined. Starting with a basic definition of

an IIF founded on a theoretical basis, it is further developed to incorporate contextual

information for an ASR task. Since the proposed method has a high degree of freedom for

its choice of parameters, an appropriate feature-selection method is described. The fourth

part of this article describes the experiments together with their results. In this section,

in addition to contextual IIFs, also the contextual selection of MFCCs is investigated.

Conclusions and an outlook to future work are given in the last section.

2. Invariant features and their construction

Nonlinear transformations that lead to invariant features have been investigated and

successfully applied for decades in the field of pattern recognition. A brief introduction

to the general notions and concepts for the construction of invariants is given in the

following. It is based on the book chapter by Burkhardt and Siggelkow [4] and the thesis

by Schulz-Mirbach [42].

The idea of invariant features is to find a mapping T that is able to extract features

which are the same for different observations x of the same equivalence class with respect
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to a group action G. Such a transformation T maps all observations of an equivalence

class into one point of the feature space:

x1
G
∼ x2 ⇒ T (x1) = T (x2). (2)

In our case, it means that all frequency-warped versions of the same utterance should result

in the same sequence of feature vectors. Given a transformation T and an observation x,

the set of all observations that are mapped into one point in the feature space is denoted

as the set of invariants IT (x) of an observation:

IT (x) = {xi | T (xi) = T (x) }. (3)

The set of all possible observations within one equivalence class is called orbit O(x):

Given a prototype x, all other equivalent observations can be generated by applying the

group action G,

O(x) := {xi |xi
G
∼ x }. (4)

A transformation T is said to be complete if both the set of invariants of an observation

and the orbit of the same observation are equal. Complete transformations have no

ambiguities regarding the class discrimination. Incomplete transformations, on the other

hand, have the property

O(x) ⊆ IT (x)

and may lead to the same features from observations of different equivalence classes and

thus cannot distinguish them [4]. The described terms are visualized in Figure 1.

[Figure 1 to be inserted here]

In practice, a “high degree of completeness” is desired, which means that IT (x) should

not be much larger than O(x). Principles to systematically construct invariants with this

property can be divided into three categories:

1. Normalization. Here, the observations are transformed with respect to extreme

points on the orbit. Usually, a certain subset of the observations is chosen for the

parameter estimation of the transformation.
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2. Differential approach. This group of techniques obtains invariant features by solving

partial differential equations (PDEs). Its main idea is that the features should be

insensitive to infinitesimally small variations of the parameter(s) of the group action.

Let these parameters be denoted by β = (β1, β2, . . . , βN). For a group element g ∈ G

and a term g(β) denoting a transformation g ∈ G with parameters β and an input

signal x, it is demanded that

∂T (g(β)x)

∂βi
≡ 0, i = 1, 2, . . . , N. (5)

The solutions of the partial differential equations are the invariants.

3. Integral approach. The idea of the third group of methods is to compute averages of

arbitrary functions on the entire orbit. Hurwitz invented the principle of integrating

over the transformation group for constructing invariant features in 1897 [16]. The

resulting integral is independent of the parameter(s) of the group action G:

Tf(x) =
1

|G|

∫

G

f(gx)dg, (6)

where |G| :=
∫
G
dg is the “power”of the group, and f is a (possibly complex-valued)

kernel function.

One drawback of the normalization approach is the problem of a proper choice of a subset

of the parameters. Another disadvantage is that a reduction of dimensionality is not given

with this method. For the differential approach, solving the PDEs is the main difficulty

in practice. In contrast, the integral approach does not need any preprocessing and, as

will be shown in the following, is easily applied in the context of this work. Successful

applications of this approach in the field of image processing were described, for example,

by Schulz-Mirbach [43] and Siggelkow [45].

The three described principles represent general approaches for the construction of

invariants for arbitrary transformation groups with a high degree of completeness. Cer-

tainly, there exist other methods that are invariant to specific transformations. However,

the set of invariants IT (x) of these methods is generally much larger than the orbit O(x).

This means that the generated features are invariant to more operations than desired.

Examples of translation-invariant transformations are the magnitude of the Fourier trans-

formation as well as the auto- and cross correlation functions. Both the Fourier-transform
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magnitude and the autocorrelation of a signal remain unchanged when applied to trans-

lated versions of the same signal. For the cross-correlation of two signals, both signals

may be translated by the same arbitrary amount without affecting the result. Known

invariant transformations from the field of image analysis are the generalized cyclic trans-

formations [25] and the transformations of the class CT [3], which includes the rapid

transformation [38]. Although, theoretically, these transformations have a larger set of

invariants compared to the methods of the described three groups, all of them proved to

be valuable in different kinds of applications [9, 25].

3. Feature computation and selection

This section introduces in its first part the contextual IIFs and their application to

ASR. As it turns out, the proposed features have a high degree of freedom for the choice

of parameters. A feature-selection method is described in the second part of this section.

3.1. Invariant-integration features

The proposed features rely on a TF analysis that approximately maps the spectral

scaling due to different VTLs to translations along the subband-index space. With respect

to the notions introduced in Section 2, this translation effect can be attributed to the

action of the group G of translations. With this assumption, the TF representations S of

two speakers A and B of the same utterance are related by a translation parameter αT ,

SA(ζ(ω)) = SB(αT + ζ(ω)), (7)

where ζ(ω) = log(ω) or some other function like the mel or the ERB scale. Formally,

let vk(n) denote the TF representation of a speech signal, where n is the time index,

1 ≤ n ≤ N , and k is the subband index with 1 ≤ k ≤ K. A frame for time index n is then

given by vn = (v1(n), v2(n), . . . , vK(n))
⊤. When considering a translation according to αT

in the subband-index space, some boundary conditions need to be introduced. Periodic

boundary conditions, where all subband indices are understood moduloK, have been used

in [31, 32], because they were required by the applied invariance transformations. In this

paper, we use repeated boundary conditions vk(n) = v1(n) for k < 1 and vk(n) = vK(n)

for k > K, because they form a closer match to frequency warping in the analog domain.
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By assuming that a finite set of translations along the subband-index space describes

the occurring spectral effects due to different VTLs sufficiently1, a finite group of trans-

lations Ĝ with |Ĝ| elements can be defined. For reasons of simplicity, integer translations

are used in the rest of this article. Nevertheless, non-integer translations could be used if

an appropriate interpolation scheme were incorporated in the following definitions. Ac-

cording to the “integration approach” as described in Section 2, Eq. (6) becomes

T̂f(x) =
1

|Ĝ|

∑

g∈Ĝ

f(gx). (8)

The question of how to define the function f arises. According to Noether’s theorem [33,

41, 43], a complete transformation

T̂ (x) =
(
T̂f1(x), T̂f2(x), . . . , T̂fF (x)

)
⊤ (9)

can be constructed by only considering monomials for the kernel functions f . Given the

vectors k = (k1, k2, . . . , kM) and l = (l1, l2, . . . , lM), containing element indices and integer

exponents with k ∈ NM and l ∈ NM
0 , respectively, a non-contextual monomialm(n;w,k, l)

with M components is defined in the following as

m(n;w,k, l) :=

[
M∏

i=1

vliki+w(n)

]1/γ(m)

, (10)

where w ∈ N0 is a spectral offset parameter that is used for ease of notation in the

following definitions. The value γ(m) denotes the order of a monomial m:

γ(m) :=
M∑

i=1

li. (11)

The all-encompassing exponent 1/γ(m) in Eq. (10) acts as a normalizing term with respect

to the order of the monomial. Noether showed that for input signals of dimensionality K

and finite groups with |Ĝ| elements, the group averages of monomials with order less or

equal |Ĝ| form a generating system of the input space. Such a basis has at most
(
|Ĝ|+K

K

)

elements. It has to be pointed out that this is an upper bound, and it was shown in

1This is similar to the assumptions made by a typical grid-search based VTLN method, where a

warping factor is chosen out of a finite set of possible warping factors.
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many applications that the number of practically needed basis functions is considerably

smaller [e.g., 41, 43, 45]. We can assume that the maximal translation that occurs as

effect of VTL changes in the subband-index space is limited to a certain range W [46].

A non-contextual invariant-integration feature (IIF) Am(n) for a frame at time n, as a

group average on the basis of a monomial m, is defined as

Am(n) :=
1

2W + 1

W∑

w=−W

m(n;w,k, l), (12)

with W ∈ N0 determining the window size. To give an explanatory example, we consider

a monomial of order 3 with exponents li = 0 for all i ∈ {1, 2, . . . , K} \ {k1, k2, k3} and

li = 1 for i ∈ {k1, k2, k3}. The corresponding IIF Am(n) with window parameter W = 1

is then given by

Am(n) =
1

3
[vk1−1(n)vk2−1(n)vk3−1(n) + vk1(n)vk2(n)vk3(n) + vk1+1(n)vk2+1(n)vk3+1(n)] .

(13)

Figure 2(a) shows a schematic plot of the computation of an IIF as defined in Eq. (12).

[Figure 2 to be inserted here]

A monomial for frame n following the definition in Eq. (10) is only evaluated on

the components of frame n and temporal context is not considered. Since the spectral

translation between different speakers is assumed to be time independent (c.f. Eq. (7)) the

definition of a monomial in Eq. (10) can be extended such that it also considers neighboring

frames for its computation. The resulting feature type with contextual monomials is called

contextual IIF here. Given a vector m ∈ NM
0 containing temporal offsets, a contextual

monomial m̂ with M components is defined as

m̂(n;w,k, l,m) :=

[
M∏

i=1

vliki+w(n +mi)

]1/γ(m̂)

. (14)

Consequently, a contextual IIF Am̂(n) is then given by replacing m by m̂ in Eq. (12):

Am̂(n) :=
1

2W + 1

W∑

w=−W

m̂(n;w,k, l,m). (15)
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With this definition, the non-contextual IIFs are a special case of the contextual ones. A

schematic plot for the computation of the contextual IIFs according to Eq. (15) is shown

in Figure 2(b). Following Noether’s theorem as described above, an adequately chosen

IIF set

A := {Am̂1
, Am̂2

, . . . , Am̂F
} (16)

yields features that, on the one hand, are invariant to the translational spectral effects due

to different VTLs, and, on the other hand, allow for discriminating between the individual

classes.

The contextual IIFs can be applied on any TF representation that fulfills the assump-

tion that spectral scaling is mapped to translation. This is approximately the case when

a mel or an ERB scale is used for locating the frequency centers within the TF analy-

sis [28, 48]. Depending on the application, a mean normalization can be applied to the

features of each utterance to reduce the effect of channel sensitivity.

3.2. Feature selection for invariant-integration features

The set of parameters of the IIFs, consisting of the window size, element indices,

exponents, and temporal offsets causes a huge number of possible combinations. Generally,

with F features, T possible temporal offsets, B possible window sizes, K subbands, and

a maximum order of D, the total count C of possible IIF sets is given by

C =

(
B ·

∑D
d=1(K ·T )d

F

)
. (17)

Depending on the choice of parameter constraints, a count of more than 1028 different

feature sets is possible in practice. For finding a good subset of IIFs, an appropriate

feature selection has to be done. As stated above, Noether’s theorem gives an upper

bound for the order of the monomials that is needed to construct a basis for the observation

space. Hence, one constraint for the feature selection that can be defined is an assumption

about the maximum number of group elements, i.e., the maximum number of different

translations that can be observed in our setting. Although the maximum reasonable

monomial order is constrained by this theorem, the experiments of this work show that

already an order of up to three leads to good results.
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Because of the high degree of freedom and the large amount of data, a requirement

for the feature-selection method is a low computational complexity. We used a method

for feature selection based on the so-called feature finding neural network (FFNN) [12].

This method was applied successfully in the field of speech recognition [e.g., 12, 19, 20]

especially in case of small sets of training data. The FFNN approach works iteratively with

a single-layer perceptron at its basis. A fast training of this linear classifier is guaranteed

by its closed-form solution. It should be emphasized that the linear classifier does not need

to form complex decision boundaries, but to generalize well [12]. The feature-selection

method can be summarized in the following four steps:

1. Start with a set of F + 1 features whose parameters are randomly chosen.

2. Use the linear classifier for computing the relevance of each feature.

3. Remove the feature with the least relevance.

4. If a stopping criterion (e.g., the total number of iterations) is not fulfilled, add a

new, randomly generated feature to the current feature set and go back to the second

step, otherwise stop.

During the feature selection, the parameter set that leads to the highest mean relevance is

memorized and returned at the end of the selection process. The linear classifier performs

a frame-wise phone classification. The relevance of a feature i is computed on basis of the

computation of the root mean square (RMS) error of the linear classifier. The relevance

of feature i is defined as the difference between the RMS error when using all features

and the RMS error without feature i. It follows that this approach yields a ranking of

the features according to their relevance. For determining the relevance, again, there

are different setups possible. For example, it can be determined by using a matching

(with respect to the mean VTL) training-test scenario. Another possibility would be to

compute the relevance for each feature as the mean relevance for different mismatching

training-test scenarios in which, for example, male utterances are used for training and

female ones are used for testing, and vice versa. The experimental part considers both

ways of relevance computation.
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4. Experiments

A series of experiments has been conducted with the contextual IIFs. In the following,

we compare the results with those for MFCCs and GTCCs. First, we consider IIFs with

monomials of order one. Then we investigate whether the feature selection method used

to find IIFs can also be applied to select MFCCs from a time window. Experiments with

IIFs of higher order are considered afterwards. In a second part of the experiments, we

include speaker adaptation based on VTLN and MLLR. The generality of the selected

feature sets is investigated in the last part of the experiments.

4.1. Data and setup

The TIMIT corpus [11] with a sampling rate of 16 kHz was used for finding the feature

sets and for the first part of the recognition experiments, in which we look at phone

recognition. Overall, it consists of 6300 utterances from 630 speakers (438 male and 192

female). For training, the NIST training set [14] was used. It consists of 462 speakers,

excludes the dialect (SA) sentences, and contains 3696 utterances. The complete test

set [14] contains 1344 utterances from 168 speakers (SA sentences excluded) with no

overlap between training and test sets. The last part of the experiment used the TIDIGITS

corpus [24] downsampled to a sampling rate of 16 kHz. Overall, this corpus consists of

about 25.000 read digit sequences produced by adult and children speakers. The corpus

provides predefined training and test sets, which were used in this work.

Similar to the feature-selection process described in Section 3.2, different training-test

scenarios were defined for both corpora in order to simulate matching and mismatching

training-test conditions. The matching scenario in TIMIT refers to the standard training

and test sets. Two mismatching scenarios were defined for TIMIT. The first used only the

female utterances from the training set for training and the male utterances from the test

set for testing. Similarly, the second setup used only the male utterances from the training

and the female utterances from the test set. Accordingly, the mismatching scenarios are

denoted as “F-M” or “M-F” in the following. In the M-F setting, the amount of test

data is reduced to one third of the complete test set, so that the obtained accuracies are

less statistically significant than for the complete test set used in the matching scenario.
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However, the number of utterances is still more than twice of the core test set [14], so

that statistical significance of M-F results is not a serious issue that could lead to a

misinterpretation of the properties of different feature sets.

For the TIDIGITS corpus, two scenarios were defined. The first used only the cor-

responding utterances by adults for training and test. The second scenario used the

utterances by adults for training and those by children for testing. These two scenarios

are denoted in the following as “A-A” and “A-C”, respectively.

While this work explicitly looks at the VTL as source of variability, other speaker

dependencies also affect the results. For example, the corpora contain different dialects

and speaking rates, so that good results on these corpora also indicate robustness to such

variabilities. Of course, in general, one would want robustness to even more types of

variation, which cannot be studied with these corpora. Experiments with regard to other

variations are therefore planned for the future.

The TF analysis methods differed for the considered feature types: In case of the

MFCCs, the standard HTK setup was used that consists of a 26-channel mel filterbank [6,

50]. A gammatone filterbank implemented with an FFT approach [8] was used in case

of the GTCCs and IIFs. The minimum center frequency of the filters was set to 40 Hz,

and the maximum center frequency was set to 8 kHz. With these constraints, the center

frequencies were evenly spaced on the ERB scale. In case of GTCCs, 26 channels were

used. In order to have sufficiently many spectral values for the computation of the IIFs, the

number of channels was chosen as 110 in this case. Certainly, the number of channels could

be smaller if the parameter for the window size would be non-integer and if an appropriate

interpolation scheme would be used. However, minimizing the number of channels is not

the scope of this article. The frame length was set to 20 ms and a frame shift of 10 ms

was chosen. A power-law compression of the spectral values with an exponent of 0.1

was applied in order to resemble the nonlinear compression found in the human auditory

system.

The recognizer was based on the Hidden-Markov model toolkit (HTK) [50] in all ex-

periments. Phone recognition experiments were conducted on the TIMIT corpus. State-

clustered, cross-word triphone models with diagonal covariance modeling were used. All
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phone models had three emitting states with a left-to-right topology. Additionally, a long

silence and a short silence model were included. A bigram language model was used

that was computed on base of the TIMIT training data. According to [21] the phone-

recognition results were folded to yield 39 final classes. The number of Gaussian mixtures

was optimized for both feature types. While for the cepstral coefficient based feature types

a mixture of 16 Gaussian distributions per state was chosen, it turned out to be beneficial

to use mixtures of eight Gaussian distributions when using IIFs as features. Word recog-

nition experiments were conducted with TIDIGITS. Here, whole-word left-to-right HMMs

without skips over the states were trained. The number of states was chosen according to

the average length of the individual words and varied between 9 and 15 states. A mixture

of up to eight Gaussian distributions was used for all states.

For baseline accuracies, MFCCs and GTCCs with 12 coefficients plus log-energy to-

gether with first and second order derivatives were computed. Cepstral mean subtraction

and variance normalization were performed. As a standard VTLN method, the approach

described by Welling et al. [49] was used. It estimates maximum-likelihood warping fac-

tors based on whole utterances with a grid-search approach. The considered warping

factors αS were chosen from the set {0.88, 0.9, . . . , 1.12} in case of MFCCs. For the

GTCCs, the warping parameters αT were chosen empirically from {−1.5,−1.25, . . . , 1.5}.

During training, individual warping factors were first estimated for all speakers. Then

these warping factors were used to train speaker-independent models. The decoding of

the test data used a two-pass strategy: First, a hypothesis was computed based on the

unwarped features. Then, the hypothesis was aligned to a set of warped features, and

the warping factor with the highest confidence was used for the final decoding. Speaker-

adaptive training and speaker adaptation with MLLR for the tests were also considered

during the experiments. When MLLR was used, a regression class tree with eight terminal

nodes was employed.

4.2. Feature selection

For the feature selection, the parameters were constrained as follows: The number

of features F and the maximum order of the used monomials were varied within the

individual experiments. The temporal offsets m were allowed to be within an interval
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of±3 frames, which corresponds to a maximum temporal context of 80 ms. The maximum

window-size parameter W was limited to 80 subbands. This number has been chosen so

high to be on the safe side, and in fact, the features that were selected had values for W

of up to 65. According to Eq. (17) the total count of possible feature sets for F = 30

and a maximum order of 1 is of magnitude 10110. Because of technical limitations, only

every tenth utterance was used for the feature selection. Therefore, about 370 male

and female utterances with about 110.000 frames were considered. Of course, a larger

amount of data for the feature selection could lead to better generalization capabilities,

but the found feature sets already show good robustness, even if an entirely different

corpus is used for testing. The last part of the experiments described here investigates

the generalization capabilities of the TIMIT-based feature sets by using these features

sets for word-recognition experiments on the TIDIGITS corpus.

The result of a feature-selection process according to the described method depends

on its initialization and the randomly chosen features during its runtime. Thus, for each

experiment, several repetitions of the feature-selection process were made. A number

of ten repetitions has been experimentally determined, and an increase beyond ten did

not significantly improve the results. No further heuristics for the initialization of the

parameters have been used. The overall process can be described as follows:

1. Compute the TF representation of the training data as described in Section 4.1.

2. Perform feature selection as described in Section 3.2 ten times.

3. Decide for the feature set with the highest mean relevance.

With this choice of parameters, up to 15.000 different feature sets can be examined

during the feature selection. The evolution of the smallest RMS error and the correspond-

ing phone error rates (PER) are shown for an exemplary feature selection in Figure 3.

[Figure 3 to be inserted here]

For this example, it can be observed that the mean RMS error correlates well with the

PER for the first 400 iterations. During the following 1000 iterations, the PER increases

and decreases while the best RMS error is decreasing. This behavior in the vicinity of the

optimum could be expected, as the results obtained with a linear classifier can predict
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the performance of an HMM-based recognizer only to a limited extent. Generally, it was

observed that after 1500 iterations of the described feature selection, the IIF set with the

smallest mean RMS error yielded a significant improvement in accuracy compared to the

randomly initialized IIF set. The IIFs that were obtained after the feature selection usually

have small as well as large integration windows and involve the whole range of allowed

parameter ranges. Considering the relevances of the individual features as described in

Section 3.2, we observed that IIFs with large as well as with small integration windows

were considered as highly relevant by the feature selection. Two exemplary contextual

IIFs Am1
(n) and Am2

(n) that were selected during the experiments are shown in the

following. They use monomials of order one, which corresponds to computing the mean

spectral value for a certain frequency range,

Am1
(n) =

1

21

10∑

w=−10

v22+w(n+ 1), Am2
(n) =

1

47

23∑

w=−23

v60+w(n− 1). (18)

Here, the integration range for Am1
(n) is from about 150 Hz to about 480 Hz and for

Am2
(n) from about 600 Hz to about 3200 Hz.

4.3. Invariant integration features of order one

Three IIF feature sets of order one and with sizes 10, 20, and 30 were selected in a

matching scenario as described above. For the decoding, the log-energy was appended to-

gether with first and second order derivatives. Then, a linear discriminant analysis (LDA)

was used to project the feature vectors down to 55 dimensions. Here, the phone segments

were considered as individual classes [13]. The dimensionality-reduction step was omitted

for the feature set that consists of 10 IIFs. Finally, a maximum likelihood linear trans-

formation (MLLT) [39] was applied to allow for diagonal covariance modeling. In the

following, the resulting accuracies will be compared with those for MFCCs and GTCCs

with and without VTLN in a phone recognition task on TIMIT. Further results on cepstral

coefficient based feature types with speaker adaptation will be reported in Section 4.6.

Experiments with contextually enhanced MFCCs are described in the next section. To

study the robustness to VTL mismatches, the usual matching case as well as the two

mismatching scenarios M-F and F-M were considered for the comparison. Table 1 sum-

marizes the results. The first two rows list the results for the MFCCs. By comparing
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Table 1: Accuracies [%] of phone recognition experiments on TIMIT for MFCCs, GTCCs, and for IIFs

of order one (with F = 10, 20, 30). The feature vector dimensions are shown in brackets.
P
P
P
P
P
P
P
P
P
P
P
P
PP

Features

Scenario match mismatch

FM-FM F-M M-F

MFCC (39) 72.2 53.7 54.7

MFCC+VTLN (39) 73.3 67.7 70.0

GTCC (39) 72.5 55.4 54.0

GTCC+VTLN (39) 73.9 66.8 68.7

10 IIF (33) 73.4 61.6 62.9

20 IIF (55) 74.8 60.3 61.4

30 IIF (55) 75.3 60.2 61.1

the results for the MFCC matching scenario with those for the corresponding mismatch-

ing ones, it can be seen that the performance of standard MFCCs differs by about 17

percentage points. The enhancement when using MFCCs with VTLN is larger for the

mismatching scenarios than for the corresponding matching scenario. The next two rows

show the same behavior for GTCCs.

Analyzing the results for the IIFs, it can be seen that all three feature sets outperform

the MFCCs and GTCCs without VTLN in all scenarios. Furthermore, for the matching

case an increase of accuracy is observable with an increasing number of IIFs. Interestingly,

the accuracies of the IIFs for the mismatching scenarios is highest for the smallest feature

set consisting of 10 IIFs and is lowest with the largest feature set. An explanation may

be that the larger IIF sets are better adapted to the corpus they were selected on and,

therefore, do not generalize as well as the smaller IIF set. Interestingly, all IIF feature sets

yield accuracies that are comparable (10 IIFs) or even higher (20 IIFs, 30 IIFs) than the

ones of the cepstral coefficient based feature types with VTLN in the matching scenario,

which represents the normal mode of operation of ASR systems.

4.4. Contextually selected MFCCs

Besides approximations of first- and second order time derivatives of the feature com-

ponents, another common approach for considering temporal context information is to
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concatenate feature vectors followed by an LDA. We also carried out LDA-based com-

binations of MFCC and GTCC feature vectors for an 80 ms context. Because of their

similar results, only the ones for the MFCCs are shown in the upper part of Table 2.

The comparison with Table 1 shows that the accuracies for the LDA extension are higher

when no speaker-adaptation is used. However, when MLLR or VTLN+MLLR are ap-

plied, the features with the time-derivative extensions yield in most cases slightly higher

accuracies with our setup. The properties of the LDA-based approach have, for example,

been discussed by Schlüter et al. in [40], where it was pointed out that the performance

of the LDA method often drops when features are highly correlated, too many frames

are concatenated, or the training set is too small. To further investigate contextually en-

hanced MFCCs, we will describe another approach for including contextual information

now which leads to significant improvements under matching as well as under mismatching

conditions.

Contextual IIFs of order one are sums of weighted spectral values where the weighting

coefficients have a rectangular shape. In case of the IIFs the rectangular shape originates

from the idea of integrating over the group of all possible translations. This procedure is

similar to the computation of MFCCs in which the spectral values at the output of a mel

filterbank are weighted with triangular shaped coefficients and integrated. For a further

comparison between IIFs and MFCCs we selected 30 MFCCs from an 80 ms context using

the same feature selection algorithm as for the IIFs. Similar to the IIFs, log-energy and

first- and second order time derivatives were appended to the feature vectors and finally

reduced with an LDA to 55 dimensions. The lower part of Table 2 shows the results of

these experiments. The recognition rates for selected GTCCs are not listed, because they

were slightly inferior to selected MFCCs.

The comparison of these results with the accuracies of the MFCCs as listed in Ta-

ble 1 shows that the contextually selected MFCCs yield much higher accuracies than the

standard MFCCs for most of the setups. It is noteworthy that the accuracies of the contex-

tual MFCCs increase especially under mismatching conditions. Our conclusions of these

findings are that a good feature selection of individual components within a contextual

temporal window may be beneficial compared to a (linear) combination of components as
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Table 2: Accuracies [%] of phone recognition experiments on TIMIT for LDA-reduced concatenated

MFCCs (MFCCLDA), and for contextually selected MFCCs (MFCCselect). The feature vector dimensions

are shown in brackets.
P
P
P
P
P
P
P
P
P
P
P
P
PP

Features

Scenario match mismatch

FM-FM F-M M-F

MFCCLDA (55) 73.8 57.0 57.3

MFCCLDA+MLLR (55) 74.2 60.4 61.2

MFCCLDA+VTLN (55) 74.8 68.6 69.6

MFCCLDA+VTLN+MLLR (55) 75.3 69.3 70.8

MFCCselect (55) 74.7 60.3 61.5

MFCCselect+MLLR (55) 75.2 63.2 64.4

MFCCselect+VTLN (55) 76.1 70.9 71.2

MFCCselect+VTLN+MLLR (55) 76.4 71.2 72.1

it is done, e.g., by an LDA. The pure selection of MFCCs from a context window has to

the best of our knowledge not been proposed before.

4.5. Invariant integration features of higher order and the feature-selection scenario

In the next experiment, the allowed order of the monomials was constrained to two and

three, respectively. Furthermore, each feature selection was performed on the matching

scenario, as well as on the mismatching scenarios M-F and F-M. The chosen size of the

feature sets was set to 30. For comparison purposes, an IIF set of order one was also

selected on the mismatching scenarios. Table 3 shows the results of the experiments.

It can be seen that the accuracies in the matching scenario degrade when IIFs of higher

order are included, whereas the accuracies in the corresponding mismatching scenarios

do increase. This effect is most noticeable when the IIFs are selected on the basis of

mismatching scenarios. For example, the IIF set whose results are shown in the last row

of Table 3 yields similar accuracies as the MFCCs when combined with VTLN. Thus, the

accuracy for the normal matching cases can be traded off to increase the robustness to

larger mismatches between training and testing.
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Table 3: Accuracies [%] of phone recognition experiments on TIMIT for 30 IIFs of higher order. “FS

scenario” denotes the scenario which was used for the relevance computation during the feature selection

(matching or mismatching), “order” denotes the maximum monomial order of the IIFs.

F
S
sc
en
a
ri
o

match mismatch

Order FM-FM F-M M-F

m
a
tc
h
in
g 1 75.3 60.2 61.1

≤ 2 74.4 62.4 61.4

≤ 3 74.2 62.2 61.7
m
is
m
a
tc
h
in
g 1 74.2 62.3 62.2

≤ 2 73.3 63.3 64.9

≤ 3 73.5 64.3 64.1

4.6. Invariant integration features combined with VTLN and/or MLLR

Adaptation and normalization methods are commonly part of state-of-the art ASR

systems nowadays. In the following, we investigate whether the superior properties of the

IIFs are still observable when VTLN and/or MLLR are also used within the ASR system.

A block-diagonal structure with three blocks was set as constraint for all MLLR-transform

estimations, because it turned out to be beneficial for all considered feature types. While

in the experiments in Sections 4.3 and 4.5 an LDA was applied on the IIFs together

with their derivatives, the experiments in this part had a different sequence of feature-

processing steps: For the IIF sets of size 30, an LDA with a final dimensionality of 20 was

applied. No dimensionality reduction was performed with the IIF sets of size 10 and 20.

Then, the log-energy and first and second order derivatives were appended, and a 3-block-

constrained MLLT was computed to decorrelate the features. Speaker-adaptive training

was performed with constrained MLLR (CMLLR), while a combination of CMLLR and

MLLR was applied in the decoding stage. When VTLN was used with IIFs, which are

using a 110-channel gammatone filterbank, the considered warping parameters αT were

−8,−7, . . . , 8. In case of MFCCs and GTCCs, the warping parameters were chosen as

described in Section 4.1. Table 4 shows the results of the experiments.

As expected, the cepstral coefficient-based systems that use both MLLR and VTLN
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Table 4: Accuracies [%] of phone recognition experiments on TIMIT for MFCCs, GTCCs, and for IIFs of

order one (F = 10, 20, 30) when adaptation methods are used. The feature vector dimensions are shown

in brackets.
P
P
P
P
P
P
P
P
P
P
P
P
PP

Features

Scenario match mismatch

FM-FM F-M M-F

MFCC+MLLR (39) 75.2 65.3 66.9

MFCC+VTLN (39) 73.3 67.7 70.0

MFCC+VTLN+MLLR (39) 75.4 69.6 71.8

GTCC+MLLR (39) 74.9 66.2 66.3

GTCC+VTLN (39) 73.9 66.8 68.7

GTCC+VTLN+MLLR (39) 76.3 70.4 72.4

10 IIF+MLLR (33) 74.9 68.0 68.6

20 IIF+MLLR (63) 75.4 67.8 69.4

30 IIF+MLLR (63) 76.2 68.1 69.4

10 IIF+VTLN (33) 75.4 69.7 70.5

20 IIF+VTLN (63) 76.2 70.1 70.1

30 IIF+VTLN (63) 77.2 71.4 70.9

10 IIF+VTLN+MLLR (33) 76.0 71.2 72.5

20 IIF+VTLN+MLLR (63) 77.1 72.4 72.3

30 IIF+VTLN+MLLR (63) 77.4 73.4 72.4

yield higher accuracies in all scenarios than the cepstral coefficient-based systems that use

only one of the adaptation methods or none of them. Generally, it can be observed that

IIF-based ASR systems do benefit from the use of MLLR and/or VTLN. Compared to

the accuracies from Table 1, it can be seen that the additional use of MLLR and VTLN

increases the accuracy of the MFCC- and GTCC-based systems in the matching scenario

by about 3 and 4 percentage points, respectively. Combining MLLR and VTLN with IIFs

yields increases in accuracy for the matching scenario between 2.1 and 2.6 percentage

points. Overall, the IIF set of size 30 in combination with MLLR and VTLN yields

the highest accuracies in the experiments. Also, in comparison to the accuracies of the
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Table 5: Accuracies [%] of word recognition experiments on TIDIGITS for MFCCs, GTCCs, and for IIFs

of order one (F = 10, 20, 30). The feature vector dimensions are shown in brackets.
P
P
P
P
P
P
P
P
P
P
P
P
PP

Features

Scenario match mismatch

A-A A-C

MFCC (39) 99.52 96.02

MFCC+VTLN (39) 99.59 97.25

GTCC (39) 99.65 97.67

GTCC+VTLN (39) 99.66 98.94

10 IIF (33) 99.59 97.40

20 IIF (55) 99.64 97.95

30 IIF (55) 99.68 97.89

10 IIF+VTLN (33) 99.65 99.22

20 IIF+VTLN (55) 99.73 99.38

30 IIF+VTLN (55) 99.76 99.30

contextually selected MFCCs as listed in Table 2 the IIF set with 30 features yields the

highest accuracies in most of the setups.

4.7. Experiments on TIDIGITS

Since the features were selected on base of an individual corpus (in our case TIMIT),

the question arises, how good the IIF sets perform on another corpus. Therefore, the last

part of the experiments considered the “generalization capabilities” of the features. The

same IIF sets that were selected on the TIMIT corpus were used for the feature extraction

for the word-recognition task on TIDIGITS. The results of theses experiments are shown

in Table 5.

The first four lines of Table 5 show the results obtained by the cepstral coefficient-

based ASR systems without adaptation and with VTLN, respectively. From line five

on, the accuracies of the IIF-based systems without any adaptation and with VTLN are

shown. For both scenarios, it can be seen that the IIF-based systems without VTLN yield

accuracies that are equally high (10 IIF, A-A) or higher than for the MFCC-based systems.

It is particularly remarkable that the IIF-based system without adaptation outperforms
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the MFCC-based one with VTLN even in the A-C setting, where the recognizer is trained

on adult speech and tested with children speech. Due to the very low number of errors

in the A-A case, the statistical significance of the results may be in question for this

scenario. However, in the A-C setting, where the accuracy is generally lower, it could be

improved by up to 0.7 percentage points when using IIFs instead of MFCCs with VTLN.

In absolute terms, this means that the number of correctly recognized digits could be

increased by the IIFs by up to 90 digits compared to MFCCs, which can be seen as a

significant increase of accuracy. The comparison of IIFs with GTCCs without VTLN

shows comparable accuracies. However, when VTLN is used, the accuracy of the IIFs in

the A-C scenario still is about 0.4 percentage points higher than the GTCC+VTLN case,

which corresponds to 30 more correctly recognized digits.

5. Discussion and conclusions

We presented a feature-extraction method that is based on the theory of invari-

ant integration. A major assumption is that the spectral effects caused by different

VTLs is mapped to translations along the subband-index space of the TF representa-

tion. Invariant-integration features were defined such that they incorporate information

about temporal context. Since the proposed IIFs are based on monomials, their compu-

tation has a very low complexity. However, the definition of these features has a high

degree of parametric freedom, so that an appropriate feature-selection method is needed.

Within this work, a method based on a linear classifier was used that iteratively enhances

a feature set of a fixed size.

Experiments showed that contextually selected MFCCs yield much higher accuracies

in matching as well as in mismatching scenarios than standard MFCCs and LDA-reduced

concatenated MFCCs. Invariant-integration features can be seen as a further refinement

that tries to find important spectral cues within a certain temporal context and enhances

the robustness of the resulting features to VTL changes.

When no speaker-adaptation was used, the experiments showed a superior perfor-

mance of the IIFs compared to cepstral coefficients (MFCCs and GTCCs) in matching,

and especially in mismatching training-testing conditions. In the matching scenario, IIFs
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of order one perform better than IIFs based on higher order monomials. However, us-

ing higher order monomials yields better performances on mismatching training-testing

scenarios. The experiments showed that the combination of IIFs with MLLR and/or

VTLN further increases their accuracy. Within the experiments, the IIF-based systems

lead to the highest accuracies and outperformed the cepstral coefficient-based systems

in matching training-test conditions for the TIMIT phone-recognition task by more than

one percentage point. The last part of the experiments showed that the TIMIT-based IIF

sets can equally well be used for word recognition on the TIDIGITS corpus. Here, the

IIF-based systems also yield accuracies that are higher than those of the MFCC-based

system without and with VTLN.

Future work will be focused on finding a general set of IIFs that works equally well on

different corpora and under a larger class of variabilities. A comprehensive study about

the robustness of the IIFs to different types of distortions will also be conducted. Finally,

the application of more sophisticated TF-analysis methods can be combined with the

presented feature type and might lead to further improvements.
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(a)
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Figure 1: (a) Relation of invariant set IT and orbit O for a given transformation T and observation x,

(b) notion of completeness of a transformation T . After Burkhardt and Siggelkow [4].
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Figure 2: (a) Schematic plot of a non-contextual IIF with exponents l1, l2, l3 6= 0, (b) schematic

plot of a contextual IIF with exponents l = (l1, l2, l3), l1, l2, l3 6= 0 and corresponding temporal offsets

m = (m1,m2,m3) = (+1, 0,−1).

0 500 1000 1500

0.86

0.865

0.87

0.875

# iterations

R
M

S
 e

rr
o

r

(a)

0 500 1000 1500

30

32

34

# iterations

P
h

o
n

e
 e

rr
o

r 
ra

te
 [

%
]

(b)

Figure 3: Exemplary feature selection: (a) evolution of the smallest mean RMS error, and (b) corre-

sponding phone error rates.
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