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Fig. 1. Critically subsampled M-channel filter bank.

filter design process, no nonlinear optimization routine is requiredthereG,(w) is a non-negative weighting function, afit{w) is the

However, nonlinear optimization may be used in order to achiew®urier transform of(n). For Gs(w) = 1 within the stopband, the

further improvements. criterion (2) states that we are seeking filters with minimum stopband
Filters with integer-valued coefficients are quite desirable becauseergy under the restriction that the energy of the prototype is fixed.

they allow the efficient implementation of filter banks. The simpledtinfortunately, the optimal solution to (2) will not satisfy condition

way to design such an integer prototype is to quantize the coefficie(i3; therefore, (1) must be included in the optimization process.

of a given prototype. Clearly, when doing this, the PR property gets

lost, and we will need relatively many bits in order to achieve at IIl. SUBSPACE APPROACH

least an almost PR. An alternative is to realize the filter bank in

. . : . . Let us consider the optimality criterion (2), and let us assume that
a lattice structure, which allows us to achieve PR of integer input - : .
we have a set of basis vectors for the design of our optimal prototype

signals within a discrete implementation [15]. In this correspondenc w), that is, let us assume that we can wijten the following

a different method is proposed that keeps the PR property through‘f)orm where the matrixF’ contains the basis, and contains the
the design process while dealing only with integers. ; '

coefficients to be optimizegh = Fa. If all linear combinations of
the columns of matrix¥” lead to a PR prototypg, we can formulate

Il. PARAUNITARY COSINEMODULATED FILTER BANKS the optimization problem as
In this correspondence, we regard the case where the number Ut . ) "
of channelsM and the filter lengthL are even. Furthermore, Cla = T M where U; =F V. .F
critical subsampling and a real-valued lowpass prototyfe) are o g
considered. Uy=FF 4
If p(n) satisfies the symmetry conditigiin) = p(L—n—1), n = and we can solve (4) for the optimal in an unrestricted way.
0,1,.-+, L/2—1and if its polyphase componenks (=) satisfy the Thus, the solution is given by the eigenvectorcorresponding to
condition the minimum eigenvalua of the generalized eigenvalue problem
Po(2) Pe(2) + Purgi(2) Pugr(z) = 1 U.a = \Ua. (5)
M . _— )
k=0,1, -, 17 -1 1) Let us now focus on the linear combination of two prototype filters

A(z) and B(z)
then the filter bank is paraunitary, that is, the filter bank has

the PR property, and moreover, it provides a unitary transform P(z) = a1 A(2) + a2 B(2). (6)
[3]-{5], [11]. Herein, the polyphase componertts(z) are defined Here, we have

as Pu(z) = Y 27 "pi(n), where pr(n) = p(2nM + k), | .
kE=0,1,---,2M — 1. Terms with a tilde accent in (1) denote a= {‘11} F= {a(o) a(l) - a(L-1) %
Pu(z) = Pu(z71). s b(0) b(1) --- B(L-1)

When a prototype has a high stopband attenuation, it will giugherea(n) andb(n) are the impulse responses of the systeffs)
good performance in a wide range of applications. Therefore, thad B(z), respectively. In order to allow the subspace approach, let
classical way to measure the quality of a prototype filter is to measure require that for alkv;, as € TR (except fora; = ay = 0), the
the stopband attenuation or stopband energy. Here, we follow thigulting filter P(>) satisfies the PR condition (1) up to some scaling

classical idea and formulate the optimization problem using thgctor v, which has to be independent bf This means
Rayleigh quotient

. Po(2)Pi(2) 4+ Puai(2)Puar(z)=7v, v#0
Vip: . 1y
C(p):p T PL min. 2 k=0, 1,...,£_1 (8)
pp 2
The vector p contains the unknown filter coefficientp = Where
[p(0), p(1), ---, p(L—1)]", andV is a weighting matrix defined by Pi(2) = o1 Ag(2) + as Bi(2). 9)
p'Vep= / G ()| P(w)|? dw (3) Since the choicepyi, a2] = [1, 0] and[aq, az2] = [0, 1] are valid,
stopband the filters A(z) and B(z) must satisfy the PR condition (1) at least
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up to a scaling factor in order to allow(z) to fulfill (8). Scaling
of A(z) and B(z) does not change the subspace spanned by these

filters; therefore, we may require that the PR conditions 5
~ R ks ogh Full search over B |
Ap(2)Ap(2) + Ak (2) Anr(2) =1 (10) E i
Bk(z)Bk(g)-|—BMJrk(;;)BMJrk(;):1 (12) E . —— Search over B

are satisfied fok: = 0, 1, ---, M/2 — 1. Given the filtersA(z) and é% 06l

B(z), we can look for the best linear combination of these filters i
the sense of (4). As we will see below, we cannot find the globa}
optimum this way, but we can use this procedure iteratively. We wiff
return to this point in Section IV. 3

Construction ofB;(z): Let Ax(z) be the polyphase components=
of a given prototype that satisfies (10). In order to construct filter§
Byi(z) in such a way that (8) and (11) are satisfied, we combine (87j
and (9). This leads to

Ap(2) Bi(2) 4+ Ap(2)Bi(2) + Anryn(2) Burgn(2)
+ AMJrk(Z) BMJF/C(Z) = ¢ = const.

(12)

fork =0,1,---, M/2 — 1, wherec = (y — af — a3)/(a1a2).
Given Ax(z) and Anr41(2), (12) is nothing but an underdetermine

Fig. 2. Convergence properties of a full search ddeand a reduced search
over3’. For M = 16, the full search oveB is not shown in the plot because
£ne iteration step already requires 32768 computations. The values of the
objective function are normalized on their initial values. As initial filter, the

10

0.4 K

0.2
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linear set of equations foBy(z) and B4k (2). This means that T prototype [17] was used.

we can choose any solution to (12) fer 0 and add any further
solution from the nullspacec(= 0). Since By(z) = Ak(z) is a
simple (but valid) solution to (12), it becomes clear that we should
look for solutions in the nullspace only

L = ~ ) 8 :
Ap(z) Br(z) + Ar(2) Bi(2) + Avi+x(2) Brrgr(z) S
. M g 1
+ Ann(2) Buge(2) =0, k=0,1,---, -5 1. 13) =
a5}
]

Equation (13) can be interpreted as a set of orthogonality relationsg
Note that (13) also implies orthogonality of the complete impulse £.

10

o

M=16, L=64, initial filter: lazy prototype, reduced search
M=16, L=64, initial filter: LT prototype, reduced search

O
responses(n) andb(n) in the classical sense 24 1
5} M=8, L=32, 48,..., 128
L—1 ;3 initial filter: lazy prototype, full scarch J
Z a(n)b(n) = 0. (14) =
— 2 -
n=0
) o L=32 1. 48 L 64 ‘ 1. 80 1. 96 Lo | ono1ss
Filters Bi(z) satisfying (13) are r | 1
) 0 L L L L L L L
Bi(2) = Cr(2) Arr4r(2) 0 200 400 600 800 1000
Briti(z) = — Ci(z) Ar(z) (15) Number of Itcrations
and Fig. 3. Convergence properties. F8f = 8§, the filter length has been
Bi(=) = Du(=) A B increased every 142 iterations by 16 taps. The initial values of the objective
k(2) = Di(z)- M:"’“(‘) function are as followsA = 16, lazy prototype:234.33; M = 8, ELT:
Buyi(2) = — Dy(z) Ag(2). (16) 7.94; M = 8, lazy prototype:230.7.

Among these solutions, we are interested in finding the ones that allse property that any linear combination of the elements of the

satisfy (11) and lead to linear-phase filté#$z). These requirements subspace yields a PR prototype. For this, let us evaluate (12) for

restrict the systemé'.(z) and D (=) to be simple delays. Thus, we two filters U (=) andV'(z) [instead ofA(z) and B(z)], whereU (z)

have solutions of the form andV (z) are taken from (17) and (18). We have two cases:
Bi(z)= % z*‘/’“AJer(z)‘ e Uk(z) andVi(z) are taken either from (17) or from (18). Then,

BLM_;,_;{(Z) = :FZl)kflk(Z) " e g P
the expression (12) becomes z"+= ~"k+» 4 2%+~ ) where

M

k=01, o -1 17) L, and(,, are the delays used in the constructionlof(z)
and andVi(z). Thus, (12) can only be satisfied fol(z) = £V (z).
Bi(z) = + e —(m=1) ] (2) » Ui(z) is taken from (17), and% (z) is taken from (18) (or vice
e A MRS versa). Evaluating the left-hand side of (12) then yields
Buyyi(z)=F ey (m=) Ar(2)
M
k=0,1,---, 5 - 1. (18) iy Loy = A?\/1+/c(:) + /’“v_k’“u+7"_114?m+,€(z)

By using the linear-phase property of the prototypes, the remaining
polyphase filters are derived @ (z) = =~ (™ Y By _1_1(2).

Dimensionality of the SubspacalNe will now show that the sub- For a nontrivial FIR filter A(z), this expression cannot become a
space approach only allows the construction of 2-D subspaces witinstant.

+ Z—fku—fkv—nz-‘,-] fii(:{) + Z[ku+[:kv+7n_1flz(z).
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0 T T T T TABLE 11l
PERFECT RECONSTRUCTION PROTOTYPES FOR
L o EIGHT-BAND FILTER BANKS WITH INTEGER COEFFICIENTS
- - - Initial Filter
, ; p(n)
z i —— Optimized Filter nl @] ] ©l@] @ ®
B A | | 0 Q] -6 72| 2190
s TATNS ’ o 1 -1 f -4 97 | -1901
5 ol R AT AW AT AN AN IR 2 0 0 -41 | -1681
M v i i q 1 i 1 v 1 t v v
- ‘1 R ER SR T A S AW AN S/ aVaTN 3 0| -6 -48 -426
E I | ' TERYARY ;/ ! 4 0 7 56 497
O ; | ‘ 5 0| 0] 62| 2542
< ; o 6 2 8 194 3802
60 1 ' ; ‘ i A 7 21 17 204 6205
' ! 8 1 41 241 390 9678
r ' ,’ 1 9 1 4 33 524 | 13197
: | - | ‘ 10 1 6| 41 656 | 16359
-80 SR L _— A 11 1 6| 48 | 774 | 19398
0 0.1 0.2 0.3 0.4 0.5 12 1 2 7 56 903 22631
Normalized Frequency 13 1 2 T 62 992 | 24738
. ) . ) ) 14 1 2 8| 66 | 1048 | 26394
Fig. 4. flll\/lagmtude frequency responses of eight-channel filter banks with 15 1 2 8| 68 | 1105 | 27421
32-tap fiters. C(p) [ 2307 [ 437 | 120 [ 67 37| 24
TABLE |
QUALITY MEASURE C'(p) FOR THE PROPOSEDMETHOD AND THE QCLS TABLE IV
METHOD FROM [12]. PARAMETERS: ws = 7 /M; Gs(w) = 256/27 PERFECT RECONSTRUCTION PROTOTYPES FOR
M 4 4 g [ 16 16 16-BaND FILTER BANKS WITH INTEGER COEFFICIENTS
L 16 32 32 64 64 128 )
proposed | 2.047 | 0.850 | 2.143 | 0.815 | 2.233 | 1.071 p
QCLS | 2.047 | 0.073 | 2.145 | 0.082 | 2.237 | 0.109 n (@ | ) © | @] @© ®
0 -1 -6 =79 | -2806
1 -1 -6 -72 | -2508
TABLE Il 2 1| -4 97| -2910
PERFECT RECONSTRUCTION PROTOTYPES FOR 3 - 4 72 2180
FOUR-BAND FILTER BANKS WITH INTEGER COEFFICIENTS 4 1 4 7 2428
p(n) 5 0 0 -41 | -1374
n @] M[O] @] ©] ® o o S el B
0 -1 -14 98 | -168 8 0 0 0 0
1 0y 61 -59| -8 9 0| 7 56 | 1840
2 0 7 83 | 118 10 0] o 62 | 1943
3 20 33 231 39 11 2| 8] 124 389
4 1 4 56 630 910 12 2 8 124 4040
5 1 6 96 944 | 1424 13 2 8 194 6305
6 1 2 7 | 112 | 1328 | 1888 14 21 17 204 6456
7 1 2 8 | 132 | 1485 | 2145 15 2 17 278 8817
Clp) [221 [ 37570 42 ] 34 22 16 1 41 24| 316 | 11224
17 1 4| 24 390 | 13585
18 1 41 33 524 | 15720
An extension of the subspace approach from two to three di- 19 1 4| 33 594 | 17985
mensions requires the existence of an additional filter that satisfies 20 1 4| 33 594 | 20031
(12) with respect to bothd (=) and B(z). Since such a filter must 21 1 6| 41| 656 | 21984
belong to the class defined by (17) and (18), and since two filters 22 1 6 48 774 1 23865
constructed via (17) and (18) cannot satisfy (12), it turns out that such %431 | é g gg 22(5) %g;’gg
an extension is impossible. The restriction to 2-D spaces also shows 25 1 > 71 s6 903 | 29670
that the subspace method cannot be complete. Thus, we cannot find 26 1 2 71 62 | 992 | 31088
a set of basis vectors where all linear combinations of these vectors 27 1 2 8| 66 | 1023 | 32142
yield PR prototypes (up to some scaling factor) and where all PR 28 1 2 8 | 66 | 1023 | 33330
prototypes satisfying (1) can be written as linear combinations of 29 1 2 8 | 66 | 1048 | 34060
these vectors. 30 1 2 8 68 1105 34970
Properties of the Solutions fd8(z): In the construction of our 31 ! 2 8] 68 | 1112 | 35268
polyphase filtersB,.( =), we have the choice to take the solution from Clp) [2343 455 [ 1258 [70] 37] 27

(17) or from (18), we can choogg, and we can also choose the signs.
This means that (17) and (18) define an infinite number of impulse

responses(n). The most important ones are thosefpr= 0 because length, ¢, = 0 will be the only choice. A choicé; # 0 allows us
then, the filterB(z) has the same support dg~). When optimizing to increase the filter length, which is useful when the initial filter is
a prototype and having an initial filtet(z) that already has the final shorter than the final one. However, since the filter length rapidly
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Fig. 5. Impulse responses of the eight-channel prototypes from Table II.

increases when repeatedly using optimization steps it# 0, the 3) The optimal linear combination af(rn) and the selecteti(n)
optimization will typically involve several steps with. = 0. is taken as a new initial solution for Step 1. The process is
For the choice,, = 0, the total number of impulse respong¢s ) continued until the incremental improvement of the objective
defined by (17) and (18) i8"/. One half of this set can be generated function becomes insignificant. Convergence to a minimum
from the other half by a simple sign change so that we can maximally  is ensured by the fact that each step reduces the objective
expect2™ 1 filters b(n) with different frequency responses. Such a function.
set of 2"/~ filters will be denoted as5. All elements of53 satisfy ~ The computation effort for a full search over all solutions of
the PR condition (11), and they are orthogonatte) in the sense of (17) and (18) grows exponentially with the number of channels. As
(13). During optimization, we will have to find the filtétn), which  mentioned above, an alternative is to search only over a linearly
[together with the giveru(n)] leads to the best filteP’(z). In order  jndependent subset of the solutions. Bgr= 0, Fig. 2 shows the
to reduce the number of filters that have to be tested, it is useful\jgiue of the objective functiofi(«) versus the computational cost for
find a linearly independent subset 8f which is denoted a8', and 5 full and a reduced search. Herein, the cost is measured in terms of
to test only the filters ir8". Such a subse#’ is given in (19), shown the number of eigenvalue problems (5) that have to be solved. We see
at the bottom of this page. Each row vector stands for a possiliyt with respect to the computation effort, a search over the sibset
collection [Bo(z), Bi(z), Ba(2), Bs(z), --]. It is easily verified converges more rapidly than the full search offeiThe final results
that no further linearly independent solution existsfipr= 0 so that e equal in both cases. Thus, for laryg, only a reduced search
the total number of linearly independent solutionsiis If different  ghould be performed. A second view of the convergence properties
choices are considered fér, the number increases accordingly. s provided in Fig. 3. For the initialization of the filter design process,
the “lazy prototype” and the ELT prototype [17], respectively, were
used. The lazy prototype, which only ha$ subsequent coefficient
being equal to one, simply provides the polyphase transform of the
In this section, the design of prototypes with infinite-precisiothput signal. As we see in Fig. 3, the design process rapidly converges
coefficients is presented. Modifications that allow the design @fom both initializations. The difference in the convergence behavior
discrete-coefficient prototypes will be discussed in Section V. for M = 8 and M = 16 is explained by the fact that fat/ = 16,

IV. OPTIMIZATION PROCEDURE CONVERGENCE AND RESULTS

The filter-design method consists of the following steps: only a reduced search was performed.

1) Given a PR prototype(n), we construct the set of filtetgn ) In order to show how longer filters can be designed from shorter
from (17) and (18). Alternatively, we construct a subset thamnes, the filter length of the eight-band prototype in Fig. 3 was
contains linearly independent filters. increased every 142 iterations by applying a step Vith= 1 for all

2) For all filters designed in Step 1, we solve the optimizatiopolyphase components. As we see, the objective function decreases
problem (4) withF and« according to (7). Then, we select thewith increasing filter length, but fo. > 6M, the improvement
best candidate. Note that due to (10), (11), and the orthogonalitgcomes insignificant. However, for short filters, the convergence
relation (14),U, becomes thél/-fold of the identity matrix. properties are excellent.

Further note that the eigenvalue problem (5), which gives the From the theoretical point of view, a proof of completeness (in the
solution to (4), only contains matrices of sizex22 so that sense that every possible solution can be reached via the proposed
simple analytical solutions for the eigenvalues and eigenvectasarches) would be desirable. However, even if completeness could be

can be provided. shown, it may not be expected that the global optimum can be reached
—;4]&1'(2’), 44]\/7_5_1(/5) 44M'+'2</7)7 2]
Z_("L_UAJ\J(Z), Arit1(z), Anrig2(2),
An (2), —An41(2), Arig2(2),
Anm(2), 2D A 00(2), Anraa(2), . (19)
Anm(2), Ariti(z), —AJ\/]_L_Q(':)‘ .-
An(2), 1u+1( ), Zﬁ(m*l)AMJrz(Z),
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Fig. 6. Frequency responses for the eight-channel prototypes from Table Il. For comparison purposes, the frequency response of MALVAR’S R&T prototy
[17] is depicted with dotted lines.

via a series of optimal intermediate steps. As with other methods, suaken as an initial solution, and the filter was then optimized according

as lattice factorizations, the whole series of design steps would hawe(2) for the stopband edge at. = w/M and a constant weight

to be considered as one parameterization, and the optimization wowithin the stopband. Fig. 4 shows the magnitude frequency responses

have to be based on nonlinear optimization routines. of the initial and the optimized filter. The same optimal filter is found
Design Examples:We consider an eight-channel filter bank, wheravith the method from [12]. For longer filterd.(> 4M), the results

the filter length is chosen a6 = 32. The ELT prototype [17] was for the method from [12] were better than for the proposed algorithm;
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see Table I. This means that the main advantage of the proposedterative, and the PR property is preserved throughout the opti-
technique lies in the fact that integer-valued PR prototypes can imézation. Each iteration step consists of the computation of optimal
designed (see the next section). linear combinations of impulse responses. The linear combinations
Relation to Lifting SchemesSomehow, the design procedure prohave to be performed for filters from suitable linear subspaces. The
posed in this correspondence has similarities with the lifting schem@mputational cost of the filter optimization is extremely low. The
which was originally proposed for the successive design of wavelet®st important feature of the new design method is the fact that it
from the polyphase transform [18]. However, the essential differenallows the design of PR prototypes with integer-valued coefficients,
between both methods is that the subspace approach considérkh are desirable for efficient hardware realizations.
linear combinations of impulse responses, whereas the lifting scheme
considers factorizations. Although lifting is complete in the sense that
every prototype for a cosine-modulated filter bank can be constructed

via lifting [10], the way of combining given polyphase components 1o The author wishes to thank T. Karp for her helpful discussions

new ones is C&Tu%|ete|y different. For example, a "”?i’;fombinaﬂ%d the anonymous reviewers for their suggestions, which improved
of the form 4,"°"'(2) = andi(2) + aeAmyi(2), Ay (2) = the manuscript.
a1 Aprg(2) — a2 Ag(2) is not easily realized with a few lifting steps.
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