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Abstract—The purpose of room impulse response (RIR) short-
ening and reshaping is usually to improve the intelligibility of the
received signal by prefiltering the source signal before it is played
with a loudspeaker in a closed room. In an alternative, but math-
ematically equivalent setting, one may aim to postfilter a recorded
microphone signal to remove audible echoes. While least-squares
methods have mainly been used for the design of shortening/re-
shaping filters for RIRs until now, we propose to use the infinity-
or -norm as optimization criteria. In our method, design errors
will be uniformly distributed over the entire temporal range of the
shortened/reshaped global impulse response. In addition, the psy-
choacoustic property of masking effects is considered during the
filter design, which makes it possible to significantly reduce the
filter length, compared to standard approaches, without affecting
the perceived performance.

Index Terms—Infinity-norm, optimization, -norm, reshaping,
room impulse response (RIR), shortening.

I. INTRODUCTION

F OR the enhancement of speech intelligibility in rever-
berant rooms and for new applications in audio–visual

communications and virtual acoustics, a suitable preprocessing
of loudspeaker signals is needed to compensate room reverber-
ation, namely, the listening-room-compensation (LRC) or room
reverberation compensation [1]–[3]. Similarly, for improving
the quality of far-field microphone recordings, a postfiltering
stage may be introduced for the received signals. Both problems
are mathematically equivalent, and for the sake of conciseness,
we describe our method for the LRC problem.

Room-reverberation compensation is somewhat different
from channel equalization. For channel equalization, the aim
is to exactly recover the original signal from the received
one and thus to invert the channel [4]. Room-reverberation
compensation, on the other hand, only needs to compensate the
channel so that signals are perceived without reverberation. In
other words, it would be sufficient to equalize a room impulse
response (RIR) only partially [5], [6], so that all audible echoes
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are removed and the inaudible ones remain. Such a relaxed
requirement may greatly alleviate the pressure of designing a
compensation system.

To shorten or reshape a room impulse response, the required
filter can be designed in different ways and according to dif-
ferent criteria. For instance, for the least-squares plus postpro-
cessing method in [1], the performance depends closely on the
postprocessing filter. Another example is the approach in [6] for
the design of minimum-phase inverse filters, which is based on
a homomorphic transformation and a relocation of the dominant
poles. In this method, the dominant poles of the inverse filter of
the minimum-phase part of the RIR, which are the ones that are
closest to the unit circle in the complex plane, are moved closer
to the origin so as to quicken the decay of the resulting inverse
filter. Therefore, the global impulse response will decay faster,
which leads to a partial rather than a complete equalization.

For room-reverberation compensation, one should not only
consider standard optimality criteria such as least squares, but
also take the psychoacoustic properties of the human auditory
system into account and aim for prefilters that are optimal in
the sense of giving best intelligibility at the lowest implementa-
tion cost. There are different known appropriate psychoacoustic
criteria [7], [8], [10]. For example, investigations into the prop-
erties of the human auditory system have shown that echoes will
not be heard when they are lower than a masking limit that is in-
duced by the direct sound [7], [8]. This is known as the so-called
temporal masking effect of the human auditory system. While
echoes are inaudible when they are just under the masking limit,
the human auditory system is very sensitive to those echoes
that are beyond the masking limit [7]. The deviation from the
masking threshold can therefore be used to define a criterion
for room reverberation compensation, as further described in
Section III of this paper. While the masking effects of the human
auditory system are signal dependent in general [19], [20] and
call for a signal-dependent filtering process to achieve ultimate
performance, we concentrate on linear, signal-independent fil-
tering of the RIR, where our optimality criterion is based on
an average masking curve that has been found a good compro-
mise between masking curves obtained for various signals [7].
Thus, similar to mechanical damping of a room, we essentially
shorten the effective room reverberation, and in doing so, we
achieve suppression of otherwise audible room reflections for a
class of signals. Another well-known criterion, also described
in detail in Section III, is the D50 measure for intelligibility of
speech [9], which is defined as the ratio of the energy within
50 ms after the first peak of the room impulse response versus
the complete impulse response’s energy. According to this mea-
sure, the intelligibility is guaranteed if the RIR is shortened so
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that the energy is concentrated within 50 ms after the first im-
pulse of the RIR.

A problem associated with listening-room compensation is
spatial robustness. In practice, the RIR will change significantly
when the position of the source or the receiver is changed. More-
over, for a good performance at the design position, the prefilter
usually has a high length, which further decreases spatial ro-
bustness. The authors in [10] proposed to use an all-pole RIR
model and vector quantization to overcome these problems by
designing prefilters that are optimal for clusters of RIRs. How-
ever, for the sake of conciseness, we concentrate on the short-
ening/reshaping of single, given RIRs and leave the robustness
issue associated with changing RIRs for later investigations.

The least-squares method is the most widely used approach
in optimization—simplicity and linearity are its advantages.
However, it has drawbacks too, namely, non-uniformity. For
instance, in traditional least-squares equalization for LRC, the
squared errors are distributed non-uniformly along the time
axis, which typically results in audible late diffuse echoes as re-
ported in [1]. In this paper, we exploit the infinity- and -norms
and combine them with the psychoacoustic properties of the
human auditory system to define suitable optimization criteria.
Although this will lead to high nonlinearity in the optimization
process, it also leads to high uniformity. With this method,
we can explicitly control the error distribution along the time
course of the global impulse response consisting of RIR and
prefilter, so that no late diffuse reverberation is produced, and
the echoes are controlled exactly.

The following notations are used in this paper: bold face cap-
ital letters are used for matrices, bold face small letters are used
for vectors, and regular small letters are used for simple vari-
ables and series. Superscripts and are the conjugation and
matrix transpose operators, respectively. The expression is
the -norm operator, and is the absolute value operator—if its
variable is a vector, it acts componentwise. The operator
produces a diagonal matrix made up of the elements of the input
vector. gives out the maximum component of a vector
variable, and produces a sign vector of its input vector
variable. The asterisk denotes the convolution operator.

The paper is organized as follows. The problem is described
in Section II, then the new approaches based on infinity and

-norms are developed in Section III. Simulations are presented
in Section IV. Section V gives some conclusions and closes the
paper.

II. PROBLEM STATEMENT

Let denote the impulse response of a room, and let
be the length of . Moreover, let denote the impulse
response of a prefilter with length . The global impulse re-
sponse of this prefilter-loudspeaker-room system is as follows,
where we have subsumed the loudspeaker response as a part of
the room impulse response:

(1)

with being an -by- convolution matrix made up of se-
quence . The length of is . Our aim
is to design a prefilter that makes the global impulse response

not only attenuate faster than the impulse response of the
room but also allows it to satisfy certain psychoacoustic condi-
tions so that there will be no audible echoes for a large class of
signals.

For filter shortening and reshaping, we use two window
functions and to derive a desired part

and an unwanted part
from the global impulse response . For shortening, the
windows and show no overlap, while they may
have significant overlap in the case of reshaping. Our goal is
to minimize some function of while maximizing (or
keeping constant) another function of with respect to the
prefilter without significantly affecting the magnitude fre-
quency response of the global system. For quadratic functions,
and when not taking the frequency responses into account, this
means that the energy of should be minimized while the
energy of is kept constant.

A conventional approach is to optimize under the least-
squares error criterion (i.e., the 2-norm), that is [1], [11]

constant
(2)

This least-squares problem is equivalent to the following gener-
alized eigenvalue decomposition

(3)

where

and

In [18], the window is defined as a rectangular window,
and the complement of . The position of window

is optimized at the same time so as to get the optimally
shortened global impulse response .

Unfortunately, as can be seen from Figs. 1–3, a prefilter
that is optimal in the least-squares sense (2) will usually make
great distortion in the frequency domain, and, in addition, the
time-course of will typically cause obvious late diffuse
echoes. Although some measures have been taken to overcome
such drawbacks [1], further improvement is needed in practice.

As an alternative to least-squares techniques, the infinity- and
-norm criteria are often used for robust estimation and robust

control-system design [17], as they better allow one to influence
the error behavior in detail. Therefore, in the next section, we
combine the infinity- and -norm criteria with the properties
of the human auditory system in order to explicitly control the
perceived quality during the prefilter design.

III. APPROACH DEVELOPMENT

For an optimal prefilter, we expect a quickly and monoto-
nously decaying characteristic of the global impulse response

so that there will be no noticeable echoes. In other words,
we want to control the attenuation characteristics of the global
impulse response. Properly selected windows and
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Fig. 1. Least-squares filter shortening. The original filter ���� (top), the short-
ening filter ���� (middle), and the global impulse response ���� (bottom).

Fig. 2. Least-squares filter shortening. The decay of the global impulse re-
sponse ���� designed with the D50 measure.

will be helpful for improving this solution, but the more impor-
tant point is that we should look for some best-suited optimiza-
tion criteria.

The idea in this paper is motivated by the equiripple filter
design [12]. In equiripple filter design, the purpose is to design a
finite-impulse response (FIR) filter which approximates a given
filter so that the maximum of the weighted approximation error
is minimized in frequency domain, i.e., the so-called minimax
or Chebyshev criterion. In our case, however, the measure of
optimality is somewhat different from the equiripple criterion
in filter design. For the optimization of prefilters, we would like
to minimize the norm of the unwanted part while keeping
the norm of the desired part as large as possible, where as
norm we either define the infinity- or the -norm. With properly
designed windows it will then be possible to force the shortened
or reshaped global impulse response to approximate a desired
decaying behavior.

Fig. 3. Least-squares filter shortening: The magnitude frequency response of
the shortened global system designed via the D50 measure.

A. Algorithm Based on Infinity-Norm

Using the fact that the logarithm is a monotonic function, we
define the following optimization problem:

(4)

where with
is the infinity-norm of the desired part, and

with is the infinity-norm of the
unwanted part.

The minimization of will result in the tradeoff between
the minimization of and, at the same time, the maximiza-
tion of . Interestingly, both of these criteria have quite intu-
itive interpretations: the maximization of will lead to the
most-possibly flat frequency-domain characteristic of the global
impulse response, because, when one tap of is maxi-
mized, then the other samples of will become small, and

is dominated by a single tap. On the other hand, the min-
imization of will result in the most-uniform distribution
of the errors along the time-course of , because all of the
samples of the unwanted part will converge to almost
the same value.

The gradient-based learning rule for the optimality criterion
defined in (4) is given by

(5)

where is a small step size.
Now suppose that and have distinct maxima at

positions and , respectively. Then, with
and for given , the corresponding gradi-
ents of and are as follows:

(6)

and

(7)

where and are the th and th rows of matrix ,
respectively. Taking into account that and

, and furthermore that
and , the learning rule can be eventually
written as follows:

(8)
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TABLE I
LEARNING RULE BASED ON INFINITY-NORM CRITERION

TABLE II
LEARNING RULE BASED ON �-NORM CRITERION

If the maxima of and occur multiple times
at different positions, then (8) should be modified into the fol-
lowing multiple-maxima learning rule:

(9)

where
and are the
maxima of and , respectively.

The implementation of algorithm (8) is presented in Table I.
For the implementation of algorithm (9), Steps 2 and 3 in Table I
need to be extended accordingly.

The design of the window functions will be addressed in
Section III-D, but it should already be mentioned at this point
that one of the advantages of the infinity-norm based algo-
rithm is that the envelope of the unwanted part of the global
impulse response is exactly determined by the inverse
of the window function . So we can easily and exactly
control the attenuation behavior of , and this enables us to
remove audible reverberation and echoes by exploiting the au-
ditory-masking property during the prefilter design procedure.

B. Algorithm Based on -Norm

For more flexibility in implementation than the infinity-norm
based algorithm in III-A, we exploit the -norm for defining the

objective function. The corresponding optimization problem is
given by

(10)

with

and

where and are integers. The learning rule reads

(11)

First, the gradients and are calculated as

(12)

and

(13)

with

The gradient of to be used in (11) reads

(14)

where and .
In (14), the computational burden is located at the factors

and , but fortunately, because of the special struc-
ture of the convolution matrix , they can be determined in
the frequency domain with the fast Fourier transform (FFT)
and the inverse fast Fourier transform (IFFT). This is shown
in the following: let and

, where is the FFT size. We then com-
pute , which is the desired result:

(15)

In the same way, will be computed.
A summary of the -norm based algorithm is presented in

Table II.
For , the -norm based algorithm degenerates

to the least mean squares algorithm like that in [1]. However, in
our case, and are set bigger than 2. In our experiments,
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we used and equal to 10 and 20 (shortening) and and
equal to 20 and 10 (reshaping), respectively.
The greater the parameters and are, the closer the

-norm gets to the infinity-norm, but the behavior of the two
learning rules (8) and (11) still differs significantly in terms of
computational efficiency and convergence speed. Definitely,
the infinity-norm algorithm is computationally more efficient
than the -norm algorithm: however, it converges slow during
later iterations. For the infinity-norm algorithm (8), the formula
for the gradient of the objective function depends only on the
first maximum of and the first maximum of
although it is possible that the maxima of and
occur multiple times. Therefore, the updated will make
the first maxima of and change in the desired
directions, but it is not clear what will happen to the other
maxima of and . Taking this factor into account,
the modified version (9) will accelerate the converging speed,
but, although the multiplicity of the maxima of will
converge to , the number will become bigger and
bigger as the iteration moves on, which will result in increas-
ingly heavy computational burden.

For the -norm algorithm, the behavior will be different. Al-
though it is not computationally as efficient as the infinity-norm
algorithm (8) for a single maximum, it is, due to the use of the
FFT, computationally more efficient than the infinity-norm al-
gorithm (9) for multiple equal maxima, so that, overall, it con-
verges faster than the infinity-norm algorithm.

C. A Combined - and Infinity-Norm Criterion

A good compromise between the - and infinity-norm criteria
is given when the infinity norm criterion is considered for the
desired part, and the -norm criterion is used for the unwanted
part. We obtain the following learning rule:

(16)

where and are the same as those defined in (14). The
advantage of (16) is that it will save almost half of the compu-
tations of the -norm algorithm while keeping the convergence
speed. Because the maximum of the desired part is maximized,
the position of the maximum can be kept fixed during opti-
mization, and the computation of the gradient of the desired part
takes almost no time.

D. Design of the Window Functions

The energy-decay property of the global system’s impulse re-
sponse and its frequency response clearly depend on the selected
window functions, so that the window design plays an impor-
tant role in the entire shortening/reshaping filter design process.
Importantly, the global impulse response should decay in such
a way that there will be no audible echoes, which means that
the reverberation should be masked by the direct sound through
the forward-masking effect of the human auditory system. Simi-
larly, the frequency-domain characteristics of the overall system
should not change the perceived timbre in a significant way.

The forward-masking effects of the human auditory system
in real-world acoustic environments depend on both the signals

Fig. 4. Logarithmic reciprocal of window function � ���. It approximately
falls off with ��� dB/decade which represents the compromise masking limit
of the human auditory system from [7].

under consideration and the room characteristics as described
by the room impulse response [20], [19]. Taking the results of
various experiments [13]–[16] into account, the [7] and [8] give
a rough criterion for the assessment of the average audibility of
echoes: first, the loudness of sound components is determined
by convolution with a temporal integration function; the back-
ward-masking (pre-masking) limit is set to 15 ms; the forward
masking (post masking) then acts like simultaneous masking for
the first 4 ms after the initial direct sound impulse and then falls
off by 35 dB/decade. Clearly, the masking threshold computed
according to the above rules does not hold exactly for every
signal at hand, but it shows a compromise of masking thresholds
determined for various signals ranging from bursts of pulses and
white noise [13] over shaped sinewave bursts [16] to clicks [14].

Based on the above mentioned compromise rules, we define
the two window functions as follows:

(17)

(18)

where , and with
being the sampling frequency and being the time taken by

the direct sound. The window is defined as

(19)

with and time index ranging from
to .

The function has the property that its reciprocal ap-
proximately falls off with 35 dB/decade, so that it represents
the compromise masking limit of the human auditory system as
determined in [7]. This is shown in Fig. 4. Its decay is 10 dB
at 4 ms and then it decays exponentially to 70 dB at 200 ms.
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Fig. 5. Decay of the original RIR ����. In addition, the dashed curve is the
logarithmic reciprocal of the masking limit window function� ���. When ����
exceeds the average masking limit it means that for many signals echoes will be
heard.

If we use the D50 measure for intelligibility of speech [1] in-
stead of the previously described masking threshold, we define
the two windows as

(20)

(21)

where is the same as in (18). For the other parameters, we
have and . The window
is defined as

(22)

where and usually , for a quick
and uniform attenuation of .

If we change and define differently, we will get dif-
ferent windows for different purposes in filter design.

IV. SIMULATIONS

A simulated room impulse response [21] with
taps at a sampling frequency of kHz was used in a first
set of experiments. The time- and frequency-domain character-
istics of are shown in Figs. 5 and 6, respectively. The im-
pulse response itself is depicted in the top panel of Fig. 7.
The room impulse response shows that the room has medium re-
verberation with a reverberation time of approximately 200 ms.

For removing the echoes, we insert an elaborately designed
prefilter between the sound source and the playback loud-
speaker, where the prefilter performs either shortening of
the global impulse response to satisfy the D50 measure, or
it tries to make the global impulse response attenuate quick
enough to stay under the desired decay curve which represents
the compromise masking limit as described above. Design

Fig. 6. Magnitude frequency response of the RIR ����.

Fig. 7. Original filter ���� (top), the reshaping filter ���� (middle), and the
global impulse response ���� (bottom). Parameters: masking-limit measure,
� � ��� � � ��, learning rate � � �� , length of prefilter 	 � ����.

experiments have been carried out based on all of the three
algorithms. The simulations showed that the infinity-norm
based algorithm does not converge as fast as the algorithms
based on -norm. Both -norm based algorithms required the
same number of iterations for convergence, but the one of
Section III-C is computationally more efficient than the one in
Section III-B. The obtained final results after convergence were
almost identical for all of the three algorithms. Therefore, an
explicit comparison is not carried out here, and the following
results are all given for the -norm based algorithm.

A. Masking-Limit Measure

The basic parameters were selected as follows:
, learning rate , length of prefilter

, number of iterations: . The windows
defined in (17) and (18) were used in this experiment.

The RIR , the optimal prefilter , and the global im-
pulse response are depicted in Fig. 7. The decay characteristic
of the global impulse response is shown in Fig. 8. We
can observe that it is exactly controlled by the windows. The
dashed curve in Fig. 8 is the logarithmic reciprocal of the func-
tion representing the compromise masking limit. As one
can see, the envelope of the logarithm of the global impulse
response is almost perfectly controlled by the function .
Fig. 8 shows that the reshaped RIR with a prefilter of length
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Fig. 8. Decay of the global impulse response ����. The dashed curve is the
logarithmic reciprocal of the window function � ���.

Fig. 9. Magnitude frequency response of the reshaped global system ���� de-
signed with the masking-limit measure.

2000 samples is just under the average masking limit. Results
for other filter lengths will be discussed next.

Not only the time-domain but also the frequency-domain
characteristics are important in filter reshaping, as serious
frequency-domain distortion should be avoided. For the con-
sidered design example, the frequency response of the global
system is depicted in Fig. 9. The comparison of Figs. 6 and 9
shows that the frequency response of the reshaped system has
some necessary deviation from the original system. However,
it is not so serious that it damages the quality of the output
signals. Numerical results regarding the frequency-domain
deviations will be described in more detail in Section IV-C.

Finally, we have studied the relationship between the length
of the prefilter impulse response and the attenuation degree of
the global impulse response. Results are depicted in Fig. 10.
They show that the decay behavior of the global impulse re-
sponse is controlled by the window , but the attenu-
ation degree of is controlled by the length of the prefilter

. For a short prefilter, the decay will be above the average
masking limit by a constant amount. With increasing prefilter
length, the attenuation degree of is increased. In addition,
the prefilter impulse response has to be long enough to force
the global impulse response to stay under the temporal masking
limit. The deviations between the impulse-response decay and
the desired one are reported in Table III.

Fig. 10. Relationship between the prefilter length and the decay of the global
impulse response. The dashed curve is the logarithmic reciprocal of function
� ���.

TABLE III
RELATIONSHIP BETWEEN THE LENGTH OF THE PREFILTER �� �

AND THE TIME-COURSE DEVIATION BETWEEN THE SHAPED

RIR AND THE DESIRED DECAY CURVE

Fig. 11. Original filter ���� (top), the shortening filter ���� (middle), and
the global impulse response ���� (bottom). Parameters: D50 measure, � �
���	 
 � ��	 
 � ��, learning rate � � ��� � �� , length of prefilter
� � ����.

B. D50 Measure

In this experiment, the basic parameters were selected as fol-
lows: , learning rate

, length of prefilter , number of iterations:
852000. The windows defined in (20) and (21) were used.

Results are shown in Figs. 11–13. In Fig. 11, we find that the
desired part of the global impulse response seems to be
simply the truncated version of the RIR . The comparison of
the corresponding frequency responses in Figs. 6 and 13 shows
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Fig. 12. Decay of the global impulse response ���� designed with the D50
measure.

Fig. 13. Magnitude frequency response of the shortened global system de-
signed via the D50 measure.

TABLE IV
RELATIONSHIP BETWEEN THE LENGTH OF THE PREFILTER �� � AND THE

ATTENUATION OF THE UNWANTED PART �� � FOR � � �� ms

TABLE V
RELATIONSHIP BETWEEN THE LENGTH OF THE DESIRED PART

�� � AND THE ATTENUATION OF THE UNWANTED PART �� �
FOR A PREFILTER LENGTH OF � � ����

TABLE VI
FREQUENCY-DOMAIN DEVIATIONS �� � � ��� � � �� BETWEEN THE

SHORTENED/RESHAPED RIR AND THE ORIGINAL RIR

that this truncation-like property prevents from producing
serious distortion in the frequency domain. The unwanted part
of the global impulse response is attenuated more than 62 dB. If
the shortening filter is set to be of a length of , then
the unwanted part will be attenuated to more than 80 dB (see
Table IV), so this part cannot be heard from the output signal.

TABLE VII
FREQUENCY-DOMAIN DEVIATIONS �� � � ��� � � �� BETWEEN

THE SHORTENED RIRS AND THE ORIGINAL ONES FOR FOUR DISTANCES

BETWEEN MICROPHONES AND SPEAKERS IN THE LABORATORY (LAB.)
AND THE LECTURE THEATER (LT)

TABLE VIII
FREQUENCY-DOMAIN DEVIATIONS BETWEEN PERFECTLY FLAT FREQUENCY

RESPONSES AND THE ONES OF ORIGINAL AS WELL AS SHORTENED RIRS

FOR FOUR DISTANCES BETWEEN MICROPHONES AND SPEAKERS IN THE

LABORATORY (LAB.) AND THE LECTURE THEATER (LT)

Informal listening tests showed that the echoes are effectively
suppressed.

If the length of the desired part is changed, the attenuation in
the unwanted part will change accordingly. Results for different
durations of the desired part are reported in Table V, where the
basic parameters were kept as mentioned at the beginning of
this subsection. Informal listening tests showed that no echoes
are heard if 20 ms ms. On the other hand, if the length
of the desired part is fixed and the attenuation of the unwanted
part is not sufficient, then we have to increase the length of the
prefilter . The relationship between the length of the pre-
filter and the attenuation of the unwanted part for a desired part
of length ms is given in Table IV.

C. Frequency-Domain Changes by Shortening/Reshaping

The frequency-domain characteristics of a RIR are inevitably
changed by the shortening/reshaping processes. Therefore, it
would be the best if we could achieve reverberation suppression
while keeping the perceivable changes of the frequency-do-
main characteristics as small as possible. In order to provide
a numerical measure that reflects the deviation between fre-
quency responses from a perceptual point of view, we follow
the approach in [22]. Thus, for a given impulse response, we
first compute the squared frequency response, interpolate it
uniformly on a logarithmic scale, smooth it with 0.2-octave
resolution, and then represent the result in dB. In order to ensure
that our measure is independent of a gain factor and the fre-
quency resolution used during computation, we compensate for
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Fig. 14. Realistic example (masking limit): the room impulse response
���� (top) was measured in a regular laboratory room, the reshaping filter
���� (middle) designed according to c(n), and the global impulse response
���� � ���� � ���� (bottom).

the mean and the number of computed frequency points. For im-
pulse responses and , we denote the obtained transfer
functions by and , respectively,
where the index stands for perceptual smoothing. The root
mean squared error between and ,
i.e., then gives us an objective measure
that expresses the perceptual spectral difference between the
two filters.

The overall impulse responses in Figs. 1, 7, and 11 are
used for a comparison with the original RIR . The measures

are presented in Table VI. One can see
that the RIR shortened under the D50 measure with the -norm
algorithm has the least deviation from the original one. This is
consistent with listening tests: speech signals from such a short-
ened RIR sound most similar to the original signals. When using
the masking-window method, dereverberation can be achieved
with a shorter reshaping filter than under the D50 measure, but
this is at the cost at a slightly larger deviation in the frequency
domain. The 2-norm algorithm under the D50 measure yields
by far the worst result and also shows the smallest reverberation
suppression.

Of course, the frequency-domain measures can be im-
proved with the postprocessing method of [1] for all of the
three methods. In particular, as our proposed methods do not
introduce significant frequency-domain errors, the postfilter
method from [1], which was originally designed to alleviate
the problems created by the least-squares method, can also be
used for preprocessing RIRs that contain high-Q resonances
before the reshaping takes place on the basis of the adjusted
RIR. Simulations confirmed that this is a feasible and highly
effective approach.

D. Measurements in a Real Room

Experiments were done in a regular laboratory room of
size 6.9 m 5.0 m 3.0 m and a lecture theater of size

Fig. 15. Decay of the measured room impulse response ���� in Fig. 14. The
dashed curve is the logarithmic reciprocal of the masking limit window function
� ���.

Fig. 16. Decay of the global impulse response ���� in Fig. 14. The dashed
curve is the logarithmic reciprocal of the masking limit window function� ���.

11 m 6.9 m 3.0 m. The reverberation times of the labora-
tory room and the lecture theater were ms and

ms (estimated from RIR inverse integration),
respectively. One loudspeaker and four microphones were
used for signal playing and recording. The microphones were
placed in distances of 1, 2, 3, and 4 m from the loudspeaker.
First, the RIRs (length 3200 for the laboratory room and length
4000 for the lecture theater) were measured with pseudo-white
noise as the sources. Then shortening/reshaping filters of length
3200 and 4000, respectively, were calculated for these RIRs.
The RIR to the microphone placed 1 m from the loudspeaker
and the corresponding reshaping results are demonstrated in
Figs. 14–16. In Fig. 15, we see that the tail of the original
RIR clearly exceeds the average masking curve, whereas the
reshaped response in Fig. 16 stays under this limit.

In another setup, original speech signals were played by the
loudspeaker, and the reverberated room signals were recorded
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Fig. 17. Realistic example (D50 measure): the room impulse response ����
(top, the same as that in Fig. 14), the shortening filter���� (middle) designed ac-
cording to c(n), and the global impulse response ���� � ��������� (bottom).

Fig. 18. Decay of the global impulse response ���� in Fig. 17.

simultaneously with the four microphones. Informal listening
tests showed that reverberations of room signals were obviously
heard, but that the reverberations were almost inaudible after
postprocessing with the designed reshaping filters. Moreover,
we preprocessed the source signals with the reshaping filters
before playback. In this case, the reverberations were clearly
suppressed in the room-recorded signals at the corresponding
microphone positions.

Results for the D50 measure are demonstrated in Figs. 17 and
18. Listening tests confirmed that also this method works well
for the realistic situations.

The frequency-domain similarity measures for shortening/re-
shaping with different methods and for different microphone
distances are presented in Table VII. One can see that these
real-world results show a similar behavior as the simulated ones.
Again, the shortened RIR under the D50 measure is the most
similar one to the original RIR in frequency-domain. Moreover,

one can see that the frequency-domain deviations are quite inde-
pendent of the room dimensions and the distances between the
microphones and loudspeakers. In addition, Table VIII shows
frequency-domain deviations between perfectly flat frequency
responses and the ones of the original as well as the shortened
RIRs for the four distances between microphones and speakers.
These results show that the frequency-domain imperfections of
responses shortened with our proposed method are in the same
range as the original ones. In most cases, the masking-window
method can even improve the behavior in comparison to the
original one, which can be explained by the fact that this method
tries to obtain one dominant filter tap.

V. CONCLUSION

The approaches for RIR shortening/reshaping proposed in
this paper are motivated by the idea of equiripple filter design.
Infinity- and -norm criteria have been used instead of the tra-
ditionally applied least squares criterion. For a good perceived
quality with relatively short prefilters, masking effects of the
human auditory system and the D50 measure were exploited
during the prefilter design. Experiments prove that the proposed
methods are feasible for RIR shortening and reshaping and are
superior to least-squares approaches.
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